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Keywords Abstract: The approach presented in this study is about the calculation of the
Language Similarity, similarities among languages by using the new feature template to be obtained
Universal Dependency, from the syntactic analysis phase. Studies were conducted on 6 different language

Natural Language Processing  sots from two different language families in order to show the calculability of

similarity of languages with the help of the recommended new feature template. In
the first study, triplet-pattern template which is obtained from the syntactic
analysis of Turkey, Kazakh, and Uyghur Turkish languages from Turkic languages
families belonging to the Ural-Altaic linguistic family, could be formed
automatically through developed software, and also similarity analysis of the
desired languages could be made thanks to a different module developed within
the same software. Consequently, not only similar structural relations of the
languages from the same language family but also structural differences among the
languages can also be revealed. Even if the first aim is to determine the similarities
among languages when developing an approach, the real aim of the desired
structure is to form a system independent from the language. In order to show that
the formed system has a structure independent from the language, another study
was carried out. In the second study, the similarities among the languages were
determined by using treebanks of English, Swedish and Norwegian from the
Germen language family. When the language family is Turkic and the metrics are
Jaccard, Dice, and Similarity Matching, the highest similarity is Turkish-Uyghur,
and the values of the metrics are 25.21%, 40.27%, and 50.42%, respectively. When
the language family is Germen, the highest similarity is Norwegian-Swedish, and
the values of the metrics are 37.15%, 54.17%, and 74.3, respectively.

Diller Arasindaki Benzerligi Hesaplamak icin S6zdizimsel Yeni Bir Yaklasim

Anahtar Kelimeler 0z: Bu calismada sunulan yaklasim, séz-dizimsel analiz safhasindan elde edilecek

Dil Benzerligi, yeni ozellik sablonunun kullanilmasiyla dillerin birbirlerine olan benzerliginin

Evrensel Bagimlilik, hesaplanmasi iizerinedir. Onerilen yeni o6zellik sablonu yardimiyla dillerin

Dogal Dil Isleme benzerliklerinin hesaplanabilirligini gosterebilmek i¢in iki farkli dil ailesine
mensup 6 farkl dil kiimesi iizerinde calismalar gerceklestirilmistir. ilk calismada
Ural-Altay dil ailesine ait Tiirki diller ailesine mensup Tiirkiye, Kazak ve Uygur
Tiirkgelerinin s6z-dizimsel analizden elde edilen ti¢li 6riintii sablonlar: gelistirilen
yazilim vasitasiyla otomatik olarak cikarilabilmekte ve ayni yazilim igerisinde
gelistirilen farkli bir modil sayesinde de istenen dillerin benzerlik analizi
yapilabilmektedir. Boylece ayni dil ailesine mensup dillerin yapisal olarak
birbirlerine benzer iliskilerinin gésterilmesinin yani sira diller arasindaki yapisal
farkliliklar da ortaya g¢ikarilabilmektedir. Yaklasim gelistirilirken ilk hedef Tiirki
diller arasindaki benzerliklerin belirlenmesi olsa da olusturulmak istenen yapinin
gercek amaci dilden bagimsiz bir sistem olusturabilmektir. Olusturulan sistemin
dilden bagimsiz bir yap1 olusturabildigini gosterebilmek adina ikinci bir ¢alisma
gerceklestirilmistir. ikinci calismada Germen dil ailesine mensup Ingilizce, isvecce
ve Norvegce derlemleri kullanilarak dillerin birbirlerine olan benzerliklerin
Olciimlenmesi saglanmistir. Dil ailesi Tiirkce ve metrikler Jaccard, Dice ve
Similarity matching oldugunda, en yiiksek benzerlik Tirkce-Uygurca olup,
metriklerin degerleri sirasiyla %25.21, %40.27 ve %50.42'dir. Dil ailesi Germen
oldugunda en yiiksek benzerlik Norveg-isvecce olup, metriklerin degerleri sirasiyla
%37.15, %54.17 ve %74.3'tlr.
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1. Introduction

One of the most important characteristics of human
beings is to have language. By way of language,
human beings can share their feelings, express their
desires or signal a danger [1]. When humans develop
their language aptitude, they also develop their
communication skills at the same time. In this way,
while they can emphasize better what they want to
say, they also begin to understand better what is said.
Social interactions formed thanks to the language are
quite significant components in human life [2]. By
virtue of the language, some things like one’ s age
[3], sex [4, 5], political view [6], eating habits [7]
could be estimated.

Despite the changes caused because of every kind of
external factor, it is expected that the basic syntax of
the languages from the same family should be similar.
Syntax analysis is the process of extracting the
internal structures of the sentences given in a natural
language and it is also quite an important pre-step for
semantic analysis which is the phase of inferring from
a text given in a natural language.

Several studies like definition, differences, or
similarity of languages have been conducted until
today by not only philologists but also computer
scientists together with the developing technology.
The studies about language similarities are
predominantly the measurements on semantic
similarities of words. However, syntax is actually one
of the most important fundamental differences
distinguishing human beings from many other living
beings [8]. In order to achieve the syntaxes, we also
need to realize a stage named parsing. The parsing
process is a very crucial component for artificial
intelligence applications developed in recent years.
For its usage area, machine translation [9, 10],
information retrieval [11, 12], text recognition [13],
sentiment analysis [14-16] and text clustering [17]
can be given as examples.

Language similarity can be defined as typologically
(word order/word complexity) or
genetically/historically (Indian-Europe/China-Tibet).
Examples of studies conducted on syntax and
language similarities will be given in this part of the
study. Potthast et al. have divided the similarity
identification approaches between cross language
into 5 categories as shown in Figure 1 [18]. They have
conducted studies on similarities of documents
belonging to 6 different languages.

I Cross-Language Similarity Detection Approaches ]
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Figure 1. Cross-Language Similarity Detection Approaches
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Crossley and McNamara have designed a system that
functions in accordance with the average number of
the clause in a sentence, the number of the word
before the main verb in the main clause, and also
syntactic similarities within the whole document
[19]. Kyle has developed a syntactic tool called Tool
for the Automatic Assessment of Syntactic
Sophistication and Complexity (TAASSC). This is a
tool calculating syntactic index with regards to the
number of adjectives and adverbs per sentence [20].

Furthermore, Pennebaker estimates the syntactic
similarity in her/his study through the instrument of
a function which is a system using words and named
as Linguistic Style Matching (LSM) [21, 22]. LSM finds
out the similarity between two documents by
estimating the score of the syntactic similarity with
regard to the predefined word category score [23].
Gamallo et al. have developed a syntactic-based
system in order to determine the similarities of the
words [24]. Li et al. have performed similarity tests
on the texts of 900 Chinese and 100 Lao languages in
order to calculate the similarity between Chinese and
Lao languages as Wordnet-based [25]. Dinh and
Thanh have suggested the fuzzy-based method to
define the comments of English and Vietnamese
languages. This method tries to calculate the
similarities by comparing every word with a fuzzy set
including similar words in order to determine
whether the two sentences are similar to each other
or not [26].

Moreover, Steinberger et al. have used a polyglot
dictionary named EUROVOC to estimate the
similarities of the texts independently of the language
[27]. Baron-Cedeno et al. have suggested an
algorithm named as Cross-Lingual Plagiarism
Analysis (CLIPA). This algorithm is based on the
statistical transition model and it is a system that
finds out the probability of the similarity of two
languages based on Bayes principle [28].

Further, Uszkoreit et al. has conducted a study in
order to find out the similar texts between two
languages by calculating n-grams based on dictionary
translation [29]. Maike et al. have also carried out a
study on the translation from a source language to a
target language by calculating the similarities in
target language space [30].

2. Material and Method

2.1. Datasets

In this part, after being given the briefing about the
Universal Dependencies project (UDP), the

information about used datasets is going to be
presented.
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UDP is a framework that includes reciprocal
consistent explanations among different languages.
The objectives of the UDP might be assumed to
analyze the research from the perspective of a
language as well as to develop multilingual
decompositions and facilitate the learning process
among languages. It is benefited from Stanford
dependencies [31-33], Google Universal part-of-
speech tags [34] and Interset Interlingua for
morphosyntactic tagsets [35] to form explanation
schemas.
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UDP is developed as an open platform that has many
project members. Its first version was released in
2015 and 10 treebanks in 10 different languages have
been formed with its 1.0 version. Together with the
increasing number of participants within the years,
the 2.5 version to which also the datasets in this
study belong, was created. In this version, there are
157 different treebanks from 90 different languages
[36]. Parallel examples of the different languages
formed by using the UDP framework could be seen in
Figure 2.
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Figure 2. Parallel samples among the languages [37].

In this study, 6 different treebanks were used, 3 of
which are from Turkic language family (Turkish,
Uyghur, Kazakh) and 3 from Germen language family
(English, Swedish, Norwegian), which is involved in
the 2.5 version and created within the scope of UDP.

Table 1. Properties of The Treebanks

The information about these used treebanks is given
in Table 1. A Turkic language family is the sub-
branch of the Ural-Altaic language family and Germen
languages are the sub-branch of the Indo-European
language family.

Turkish Uyghur Kazakh English Swedish Norwegian
Sentence 5635 3456 1078 16622 6026 17575
Tokens 56396 40236 10383 25489 96819 301353
Types of words 609 251 96 924 365 1302
UPOS Tags 14 16 17 17 16 17
Relation Subtypes 5 16 7 13 9 8
Turkey Turkish is from the sub-branch of taken texts from Wikipedia and news [41, 42]. It got

Southwestern of the Turkic language family. In this
study, IMST (Istanbul Technical-Middle East
Technical University-Sabanci University) was used
and after that, it will be named Turkish. Turkish is the
renewed version of semiautomatically translated
IMST Treebank [38, 39] and METU (Middle East
Technical University)-Sabanci Turkish Treebank [40].
It got involved in the UDP for the first time in the 1.3
version.

Kazakh Turkish is from the sub-branch of
Northwestern of Turkic language family. In the study,
UD-Kazakh treebank (KTB) was used and after that, it
will be named Kazakh. Kazakh was created over the

involved in the UDP for the first time in the 1.3
version.

Uyghur Turkish is from the sub-branch of the
Southeastern Turkic language family. Uyghur
Dependency Treebank (UDT) is used in the study and
after that it will be named Uyghur. Uyghur is UDT-
based and developed in Xinjiang University located in
China. It got involved in the UDP for the first time in
the 1.4 version [43].

Swedish is connected to Germen family. In the study,
Swedish Talbanken (ST) was used and after that, it
will be named Swedish. Swedish uses the treebank
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developed in Lund University in 1970 as the base.
The treebank has been made reusable with new
explanations morphologically by Nivre and Megyesi
[44]. It has been still continuing to develop within the
scope of UDP as of the 1.0 version.

English belongs to Germen family. In the study,
English Web Treebank (EWT) was used and after
that, it will be named English. English is a dataset
developed as web-based. It was taken from web-
based sources like web blogs and comments. It has
been still continuing to develop within the scope of
UDP as of the 1.0 version [45].

Norwegian is connected to Germen family. In the

study, the Nynorsk treebank was used and after that,
it will be named Norwegian. Norwegian is Norwegian

Table 2. Sample sentence in Turkish (CoNLL-U)

Dependency Treebank (NBT) based and translated to
UD format automatically by Lilja Ovrelid who is from
Oslo University Lilja [46]. NDT had been developed
by the Text laboratory and Informatics department
together in Norway national library between the
years of 2011 and 2014. It has been still continuing to
develop within the scope of UDP as of the 2.0 version.

UDP uses the revised version of CoNLL-X format
which is called CoNLL-U. Every word is defined
with10 different fields and separated with tab
characters. The command line is started with #
character. Sentences can be composed of one or more
word lines and word lines represent the fields to be
seen in the following findings. The examples of the
Turkish language in the CoNLL-U format can be seen
in Table 2.

ID [ FORM | Lemma | UPOS | XPOS | Feats | Head | Deprel | Deps | Misc

#sent_id=mst-0036 #text=Nefes nefese kalmistim.

1 Nefes nefes NOUN | noun Case=Nom|Number=Sing|Person=3 0 Root _ _

2 nefese nefes NOUN | noun Case=Dat|Number=Sing|Person=3 1 compound _ _
Aspect=Perf|Mood=Ind|Number=Sing

3 | kalmistim kal VERB verb |Person=1|Polarity=Pos| Tense=Pqp 1 compound _ _

4 PUNCT | punct _ 1 punct B _

The column headings used in Table 2 can be

explained as follows;

ID: Word index, integer starting at 1 for each new
sentence; maybe a range for multiword tokens; may
be a decimal number for empty nodes (decimal
numbers can be lower than 1 but must be greater
than 0).

2. FORM: Word form or punctuation symbol.

3. LEMMA: Lemma or stem of word form.

4. UPOS: Universal part-of-speech tag.

5. XPOS: Language-specific part-of-speech
underscore if not available.

6. FEATS: List of morphological features from the
universal feature inventory or from a defined
language specific extension; underscore if not
available.

7. HEAD: Head of the current word, which is either a
value of ID or zero (0).

8. DEPREL: Universal dependency relation to the
HEAD (root iff HEAD = 0) or a defined language-
specific subtype of one.

9. DEPS: Enhanced dependency graph in the form of a
list of head-deprel pairs.

tag;
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10. MISC: Any other annotation.

2.2. Experiments

In this part of the study, detailed information about
the conducted study will be presented. The
information about the created test environment,
suggested pattern structure and used metrics are
going to be given.

The software required for the study has been created
in Visual Studio 2015 by using C# programming
language. First of all, the treebank to be worked on is
selected and the triplet pattern (after that it will only
be named as Triplet) and frequency of the related
treebank are detected automatically by the system.
The same and different triplets and their numbers
among the selected languages could also be found
through the same software.  Additionally, the
similarity rates among the selected languages can be
also calculated. The structure of the developed
system could be seen graphically in Figure 3.
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2.2.1. Pattern Structure

Every triplet pattern is expressed as (W1, r, W2 ). W1
refers to the first syntactic word, r to syntactic tag,
and W: to the second syntactic word. Software that
shows the relations between UPOS-DEPREL columns
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as triplets over 6 different treebanks used in the tests
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to be defined by using word types and dependency
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2.2.2. Metrics

Jaccard, Dice and Simple Matching were used as
similarity metrics in order to assess the study results.
In equations, A and B are different languages. Jaccard
Similarity is one of the main methods which is used in
similarity calculations without the dictionary and
evaluates the similarity statistically among sets. Its
formulation is given in Equality 1.

|AN B
|[AU B

J(A,B) = (1)

Dice which is also one of the similarity measurements
used to measure the distance among words is in
relation to Jaccard. Its formulation is given in Equality
2 and Simple Matching (SM) is given in Equality 3.

Table 3. Samples Triplets (for Turkic Languages)

2|AN B

D(A,B)=—|A|+|B| (2)
SM(A, B _z2lAnB 3
(4, )—m (3)

3. Results

In this section of the study, firstly the study results of
Turkic languages and then the study results of
Germen languages are going to be presented. The
triplet examples produced for Turkic languages by
the developed system are shown in Table 3. Further,
the examples of common triplets among Turkic
languages could be seen in Table 4.

Turkish Kazakh Uyghur
Forms Triplet Forms Triplet Forms Triplet
en sonunda ADV,advmod,ADV | onamaxatca | ADJ],advcl,VERB lilo yv4 | NUM,nummod,NOUN
yerinden kalkmis NOUN,obl,VERB KyHeyiH NOUN,obj,VERB 34005 | NOUN,0bj,VERB
KyllaKTan
mesru yollarla ADJ,amod,NOUN aneMi emipim | ADJ,amod,NOUN <uld H54w | NOUN,compound,VERB
dizleri yapismisti NOUN,nsubj,VERB | gen VERB,advcl,VERB 4100 OMgs | VERB,advmod,VERB
OWJIAWTBIH
bakisini gérsen NOUN,obj,VERB Bana Tyca NOUN,nsubj,VERB &iz3S | NOUN,obj,NOUN
ek
Table 4. Common Triplets (among Turkic Languages)
Triplet Turkish Kazakh Uyghur
NOUN,nsubj,VERB Kkisi oldu »KaHbI CYHMereH 3o Wjadidd
PRON,nsubj,VERB ben sasarim ©3iHIH cylireHiHe OdunY)y33 O
CCON]J,cc,NOUN ve delikanl »K9He MPOKYPOPAbIH Y384 0
NUM,nummod,NOUN yedi y1l €Ki )KaHHbIH, Juo pvdo
NOUN,compound,NOUN bolge direktorii Bac npokypop/blH Gz S Gbabds

The information about the frequency and triplets
which have the highest and the lowest frequencies
extracted for Turkic languages in the developed
system could be found in Table 5. Turkish has 766,
Kazakh has 360 and Uyghur has 878 different
triplets.

20 triplets that are common only between two
languages and have the highest frequency are
presented in Table 6.
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The graphic showing the frequency status of the
triplets among Turkic languages is given in Figure 5.
The similarity rates among Turkish languages were
calculated in three different metrics by using the
suggested method and are shown in Figure 6. When
examining the results, it could be seen that Turkish
and Uyghur have the closest similarity score. The
Kazakh language has a higher similarity rate to
Uyghur than the Turkish language. While the closest
two languages to each other among the three
languages are Turkish and Uyghur, the most distant
two languages are Turkish and Kazakh.
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Turkish Kazakh Uyghur
Index Triplet Frequency Index Triplet Frequency Index Triplet Frequency
1 PUNCT,punct,VERB 6399 1 PUNCT,punct,VERB 1145 1 PUNCT,punct,VERB 4289
2 NOUN,obl,VERB 3084 2 NOUN,obl,VERB 558 2 NOUN,obl,VERB 2311
3 NOUN,obj,VERB 2090 3 NOUN,nmod:poss,NOUN 512 3 NOUN,nsubj,VERB 2030
4 PUNCT,punct, NOUN 2014 4 NOUN,nsubj,VERB 473 4 NOUN,obj,VERB 1664
5 ADJ],amod,NOUN 1842 5 ADJ,amod,NOUN 468 5 PUNCT,punct,NOUN 1533
6 NOUN,nmod:poss,NOUN 1701 6 NOUN,obj,VERB 430 6 VERB,advcl,VERB 1307
7 NOUN,nmod,NOUN 1385 7 PUNCT,punct NOUN 429 7 NOUN,amod,NOUN 1208
8 NOUN,nsubj,VERB 1329 8 VERB,advcl,VERB 283 8 PUNCT,punct, AUX 955
9 AD],amod,VERB 1075 9 PUNCT,punct,AD] 219 9 NOUN,nmod:poss,N 908
10 ADV,advmod,VERB 1058 10 DET,det, NOUN 211 10 ggilamod,NOUN 850
757 PROPN,obl, ADP 1 351 NUM,parataxis, NOUN 1 869 VERB,punct,AD] 1
758 NOUN,parataxis,NOUN 1 352 NOUN,parataxis,NUM 1 870 NUM,punct,NOUN 1
759 ADV,parataxis,VERB 1 353 VERB,parataxis, NUM 1 871 AD],punct,VERB 1
760 NOUN,parataxis,VERB 1 354 PROPN,parataxis,PROPN 1 872 VERB,punct,VERB 1
761 VERB,punct,AD] 1 355 PRON,parataxis,VERB 1 873 VERB,orphan,VERB 1
762 CCONJ,punct,ADP 1 356 NOUN,vocative,AD] 1 874 AD]J,vocative,AD] 1
763 CCONJ,punct,VERB 1 357 PROPN,vocative, ADV 1 875 AD],vocative, PART 1
764 NOUN,punct,VERB 1 358 PROPN,vocative,NOUN 1 876 NOUN,vocative,PRO 1
765 NUM,punct,VERB 1 359 NOUN,veocative,PRON 1 877 \I\IIERB,xcomp,AUX 1
766 PROPN,punct,VERB 1 360 PRON,xcomp,VERB 1 878 VERB,xcomp,NOUN 1
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Table 6. Common only Triplets (between two languages) and frequencies

Kazak and Uyghur Kazak and Turkish Uyghur and Turkish
Index Triplet Frequency Index Triplet Frequency Index Triplet Frequency
1 NOUN,amod,NOUN 1208 1 PROPN,conj,PROPN 90 1 PRON,det,NOUN 566
2 NOUN,advmod,VERB 723 2 NOUN,compound,PROPN 73 2 VERB,compound_lvc,VERB 214
3 AUX,aux,VERB 486 3 PRON,0bl,AD] 72 3 VERB,obj,VERB 184
ADJ,advmod,VERB 346 PROPN,compoud,PROPN 53 4 ADJ],compound,VERB 143
5 VERB,aux,VERB 250 5 CCON]J,cc,PROPN 42 5 NOUN,compound:redup,NOU 120
6 NOUN,advcl,VERB 98 6 PROPN,nsubj,AD] 32 6 \I\/IERB,nmod,NOUN 97
7 NOUN,advmod,NOUN 91 7 NOUN,obl,LNUM 31 7 VERB,compound,VERB 77
8 ADJ,oblL,VERB 61 8 ADJ,amod,NUM 28 8 VERB,nsubj,VERB 74
9 VERB,discourse,VERB 50 9 AD],compound,NUM 28 9 PUNCT,punct,CCON] 65
10 ADV,cc,VERB 49 10 VERB,conj,PRON 26 10 ADP,advmod,VERB 47
11 NOUN,acLNOUN 44 11 PROPN,conj,NOUN 23 11 NOUN,case,VERB 45
12 SCON]J,cc,VERB 44 12 PROPN,o0bl,AD] 22 12 NOUN,discourse,VERB 44
13 PRON,advmod,VERB 43 13 AD],conj,PROPN 17 13 NOUN,flat, NOUN 44
14 NOUN,ob,LNOUN 37 14 PRON,nsubj,PRON 14 14 VERB,nmod:poss,NOUN 36
15 NOUN,nummod,NOUN 36 15 PROPN,nmod,AD] 13 15 VERB,compound,NOUN 34
16 NOUN,vocative,VERB 36 16 ADV,advmod,PROPN 12 16 VERB,acl,VERB 25
17 PRON,advmod,AD] 33 17 DET,nsubj,NOUN 12 17 ADJ,compound:redup,AD] 21
18 AUX,aux,NOUN 30 18 AUX,cop,PROPN 11 18 NUM,nummod,VERB 21
19 NUM,advmod,VERB 25 19 CCONJ,cc,PRON 10 19 AD]J,compound:redup,NOUN 20
20 ADV,amod,NOUN 20 20 AD],nsubj,PRON 10 20 NOUN,cop,VERB 20
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Figure 5. The frequency of the triplets among Turkic
Languages
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Figure 6. The results of Turkic Languages

Simple Matching

The study results of Germen languages are going to
be given in this section of the study. In this part,
similar studies conducted for Turkic languages were
repeated for Germen languages. At the end of the
study, Swedish has formed 702 triplets, English has
formed 1258 triplets and Norwegian has formed 915
triplets. The graphic showing the frequency status of
the triplets among Germen languages is given in
Figure 7. The similarity rates among Germen
languages were calculated in three different metrics
by using the suggested method and are shown in
Figure 8.
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Figure 7. The frequency of the triplets among Germen
Languages
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Figure 8. The results of Germen Languages
4.Discussion and Conclusion

New feature extraction is suggested within the scope
of the study in order to find out the similarities
among languages. The feature extraction suggested in
order to find the similarities of 3 different languages
from 2 different language families, was tested
through software developed within this study. Based
on the features obtained, not only the similarity of
languages was calculated but also acquired patterns
were analyzed. The following findings have been
found for Turkic languages;

The number of triplets common among three
languages is 161 and the triplet with the highest
frequency is PUNCT, punct, VERB with 42809. It
means that a verb is connected to punctuation
mark with a punct tag. The second triplet with
the highest frequency is NOUN, obl, VERB with
2311. It means that a noun is connected to a
verb with an obl tag. The third one with the
highest frequency is NOUN, nsubj, VERB with
2030 and it means that a noun is connected to a
verb by nsubj tag.

The number of triplets common only between
Turkish and Kazakh is 34 and the triplet with
the highest frequency is PROPN, conj, PROPN
with 90. It means that a proper noun is linked to
a proper noun by a conj tag. The second triplet
with the highest frequency is NOUN, compound,
PROPN with 73 and it means that a noun is
connected to a proper noun by compound tag.
The third one with the highest frequency is
PRON, obl, AD] with 72. This refers that a
pronoun is linked to an adjective by an obl tag.
The number of triplet common only between
Turkish and Uyghur is 170 and the triplet with
the highest frequency is PRON, det, NOUN with
566. Meaning that a noun is linked to a noun by
an amod tag. The second triplet with the highest
frequency is VERB, compound)\_lvc, VERB with
214. It indicates that a verb is connected to a
verb by compound\_lvc tag. The third one with
the highest frequency is VERB, obj, VERB with
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184 and it means that a verb is connected to a
verb by obj tag.

The number of triplets common only between
Kazakh and Uyghur is 77 and the triplet with the
highest frequency is NOUN, amod, NOUN with
1208. It means that a pronoun is linked to a
noun by a det tag. The second triplet with the
highest frequency is NOUN, advmod, VERB with
723 and it means that a noun is connected to a
verb by advmod tag. The third one with the
highest frequency is AUX, aux, VERB with 486. It
refers that an auxiliary verb being linked to a
verb with an aux tag.

There are only 401 triplets belonging to Turkish,
88 to Kazakh, and 470 to Uyghur.

In the 766 different triplets belonging to
Turkish, the triplet with the highest frequency is
PUNCT, punct, VERB one with 6399, the second
one is NOUN, obl, VERB with 3084 and the third
one is NOUN, obj, VERB with 2090. Those values
show that the dependencies in Turkish are
generally between a punctuation mark or noun
and a verb.

In the 360 triplets belonging to Kazakh, the
triplet with the highest frequency is PUNCT,
punct, VERB one with 1145, the second one is
NOUN, obl, VERB with 558 and the third one is
NOUN, nmod:poss, NOUN with 512. Those
values show that the dependencies in Kazakh
are generally between a punctuation mark or
noun and a verb or noun.

In the 878 triplets belonging to Uyghur, the
triplet with the highest frequency is PUNCT,
punct, VERB one with 4289, the second one is
NOUN, obl, VERB with 2311 and the third one is
NOUN, nsubj, VERB with 2030. Those values
show that the dependencies in Uyghur are
generally between a punctuation mark or noun
and a verb.

It is found that the first two triplets with the
highest frequency among the three languages
are common in all languages. A similar situation
is 7 for the first 10 triplets with the highest
frequency. Even though the rankings for
language change with regard to the frequency
values, 7 of the first 10 triplets are common.

The number of triplets passed only once within
the treebank is 116 in Kazakh, 335 in Uyghur,
and 221 in Turkish. As a result of the study
conducted for the Turkic languages, it might be
argued that the structure of Turkish is closer to
Uyghur. Additionally, the structural similarity
between Kazakh and Uyghur is more than
Turkish.
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