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The essential steps of our study are to quantify and classify the differences between real and fake
Received: 08 Sep 2023 speech signals. In this scope, the main aim is to use the salient feature learning ability of deep
Accepted: 12 Nov 2024 learning in our study. With the use of ensemble classification pipeline, the interpretable logical

rules were used for generalized reasoning with the class activation maps to discriminate the
different speech classes as correctly. Fake audio samples were generated by using Deep

Keywords Convolutional Generative Adversarial Neural Network. Our experiments were conducted on
Ensemble classifier three different language dataset such as Turkish, English languages and Bilingual. As a result of
Machine learning higher classification and recognition accuracy with the use of classification pipeline as compiled
Deep learning into a majority voting-based ensemble classifier, the experimental results were obtained for each
Speech recognition individual language performance approximately as 90% for training and as 80.33% for testing
Speech analysis stages for pipeline, and it reached as 73% for majority voting results considered together with the

appropriate test cases as well. To extract semantically rich rules, an interpretable logical rules
infrastructure was used to infer the correct fake speech from class activations of deep learning’s
generative model. Discussion and conclusion based on scientific findings are included in our
study.

difficult task for both humans and machines, as it is usually due to the lack of
information obtained from the audio. Speech or audio forgery is an important issue

audio integrity verification) and forensics detection (i.e., forgery detection and localization) processes.
These problems are caused by the audio splicing, copy-move forgery and insertion of another audio segment
into the current audio signal, as well [1]. It is mandatory that maximum accuracy with minimum error in
such a detection task is required to process non-stationary speech/audio signals which are needed for
extracting salient temporal and auditory features to emphasize the dominant changes in a given stream of
audio [2].

In the scope of signal analysis, the formant of a speech/voice is the resonant frequencies of a given filter.
As a distinctive speech/voice fingerprint, a spectrogram is a basic time-frequency representation form
which has a visualization of each formant value [3]. Mel is a unit of pitch such that equal distances in pitch
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sounded equally distant to the listener. Mel-scale spectrogram is based on the spectrogram with frequencies
which is calculated in Mel [4]. Every equal distance between these frequencies on the Mel-scale can be
interpreted as they sound similarly different. The spectrogram is equipped with a special pattern or an
energy level that varies at different times in the pronunciation of words, so that it can be analyzed and used
to identify a speaking person's speech/voice [5]. A Mel-scale spectrogram represents values of the short-
time Fourier transform (STFT) corresponding to the relevant part (i.e., window) of speech/audio sample
[6]. In the manner of automatic feature learning capability of deep learning, feature extraction and purifying
are made by given architectural model of deep infrastructure. In our experiments, deep layers are used to
enrich the semantical meaning of given raw data. In the opposite side, the classical machine learning
algorithms have been used in fake voice recognition and classification, to show the superiority of deep
learning techniques in the manner of feature quality improvement by representation learnigg. In our study,

features. One of the main differences between classical machine
abstraction of features in deep learning instead of manually created

of features is created through filtering, and representation |
some models in the literature have unsupervised strategies for

el-scdle spectrogram images with its
samples with the use of the generator

In the literature, there are g
For considering the s
fiwGAN (Featural InféV
as contradicted to two-di

ynthesize synthetic speech/voice with the use of GANSs.
eech/audio, ciwGAN (Categorical InfowWaveGAN) and
WaveGAN [11], InfoGAN's Q-network [12] models are used

pipeline basegPon the deep learning feature learning. The proposed classification pipeline covers two main
steps. The first step is the feature extraction. It transforms the audio of the speech sample into an image
using a Mel-scale spectrogram, and the second step is representation learning using this classification
pipeline. In this scope, the pipeline is enriched with meaningful and salient features to improve the
discriminative power of ensemble classifiers for real and fake classes that the classifier is semantically rich.
In addition, the use of an interpretable logical rule based reasoning for classification scoping was also
chosen to generalize and improve the recognition ability based on bilingual speech/audio samples.

The main contribution of the study is to be able to recognise the fake speech as spoken content with the
conversation, regardless of which language it is in such a bilingual form (i.e. Turkish or English). To prove
the main goal of our study, we used deep learning-based features to feed an ensemble classification pipeline
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and a mining process of interpretable logical rules for generalized classification using deep learning’s
generative model’s class activations. As a first contribution, our experimental results with higher
classification and recognition accuracy were obtained for each individual language performance
approximately as 90% for training and as 80.33% for testing stages with classification pipeline as compiled
into a majority voting-based ensemble classifier, and it reached as 73% for majority voting results
considered together with the appropriate test cases as well. There is a difference between the average
training and test accuracies that the main reason of this difference in which there are so many different
classifiers and datasets used in our experiments. This difference is not so high because of morphological
infrastructural differences between single language data and bilingual data. The model reliability is shown
with the known metrics from literature such as Precision, Recall, Accuracy, F1 score and etc. This classifier
pipeline was built on the k-Nearest Neighbor Classifier (k-NN) [15], support vector classifier (SVC) [16],
Gaussian process classifier [17] and decision tree (DT) classifier [18] components. In additign, the second
main contribution is to be able to construct an interpretable logical rules infrastructured extradt meaningful
and semantically rich rules for a case-based reasoning system which infer the corre ecR from class
activations of deep learning’s generative model. It has also achieved a combin,
73% for bilingual fake speech recognition in the test phase of our case-base

The rest of the paper is organized as follows. In section 2, a concise | iew and the comparison
of related studies with the use of a short table are given in detail 3, methods, materials and
infrastructure used in classification processes within our ap h recognition are
introduced. In addition, a mining process of interpretable ification scope were
investigated. In section 4, the experiments conducted with Engligh, Tur ilingual speech samples

Ssion about these empirical
results from experiments are given. Section 5 coric ientific findings from experiments,

In the literature, there are some studies abo of GANs. The ciwGAN and fiwGAN [10] are two
neural network architectural models that proposed related study have substantially more reduced

items for each unique code an accuracy\that ranges from 98% to 26% in the five-word model. In
addition, the WaveGAN [ Ligmarchi odified by Begus [10], and also, InfoGAN's Q-network

ucture that a one-dimensional vector corresponding to time series
groduced by the Generator, and hence, one-dimensional acoustic data is

In the MelGAN architectural model, a stack of transposed convolutional layers was used to upsample the
input sequence. Using the layered structure, each of the transposed convolutional layers was followed by a
stack of residual blocks with dilated convolutions. In addition, MelGAN's window-based discriminator's
learning style is constructed to classify between distributions of small audio chunks. The MelGAN model
trained on LJ Speech Dataset [13] and achieved Mean Opinion Score (MOS) metric as 3.61 with the
confidence interval of 95%. The HiFi-GAN [14] consists of one generator and two discriminators. These
discriminators are used as multi-scale and multi-period discriminators. Therefore, HiFi-GAN generates
synthesized speech from Mel-scale spectrograms. The generator uses transposed convolutions for
upsampling of Mel-scale spectrograms to generate speech/audio samples. The HiFi-GAN model trained on
LJ Speech Dataset and achieved MOS metric as 4.36 with the confidence interval of 95%. These studies
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used some different datasets and different performance metrics to evaluate their experimental results in the
scope. Table 1 is given for a fair comparison of these studies in the literature in manner of overview of the
state-of-the-art. For more information about used datasets in these studies, one can refer to the related
studies' citing references in details as given as below.

Table 1. Overview of the related works

Reference Study | Highlights of Reference Study Dataset Performance Result
with Its Model

Name

ciwGAN and More reduced latent representations, TIMIT Accuragy that ranges
fiwGAN [10] feature learning from 98% to 26%

WaveGAN [11] | With the same number of parameters Speech
and numerical operations of DCGAN as | Commands
its two-dimensional analog Zero Thro
Nine (S

=

InfoGAN [12] InfoGAN learns interpretable M
representations

MelGAN [13] Achieve audio waveform generation MOS metric as 3.61
without additional distillation or taset with the confidence
perceptual loss functions interval of 95%

ech MOS metric as 4.36
Dataset with the confidence
interval of 95%

HiFi-GAN [14] | Multi-scale and multi-peri
discriminators and

using transposed con
upsampling of Me rograms

3. MATERIAL METHOD

In this section, the method
speech are introduced v
Mel-scale spectrograr
data generation process wat
neural network’

0 processing, related audio feature extraction process and
are given in detail. In our classification, a deep learning based
GREPIE a Mel-scale spectrogram of fake audio samples. In addition, deep
ional Generative Adversarial Neural Network, DCGAN) trained layers

(Grad- mapsZas well. At the end, for a fair generalization of the bilingual fake speech
ese heat maps used in a mining process of interpretable logical rules for classification

sclp to extract appropriate rules. In the manner of binary classification, the examined
infrastr ese rules was used to classify English, Turkish (i.e., monolingual) and Bilingual (i.e.,
English an h together) audio samples (i.e., real or fake speech classes). In this section, these methods
and related inffastructure are given in detail.

3.1. Audio Processing and Features

For audio event detection and voice/speech recognition, the audio features obtained from the audio samples
assigned to the same class are correlated with each other. The audio analysis is based on obtaining audio
features from the audio signal to represent the audio. Audio features are frequently used in studies as vector
data type. These features include signal energy, frequency distribution which are given as numerical values
that show the change of the signal over time [19]. The frequency domain or time-frequency representation
of the signal energy is important. Most features are created by dividing the audio signal into frames,
windows and performing spectrum analysis or obtaining statistical information of the signal by looking at
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the size of the frequency components as well. The process of framing is such that the audio signal changes
into fixed length frames with a certain time step (e.g., 50 milliseconds) [19, 20]. The process of windowing
refers to separating the input audio signal into temporal audio segments. As incongruent to the real-world
audio signal, obtained borders of these segments are then visible as discontinuities in signal. The windowing
functions are smooth functions which go to zero at the borders, and thus, the discontinuity at the border
becomes invisible with an effect as minimum statistical change on the signal [21]. In this way, spectrum
analysis can be done more accurately. A widely used audio data representation format in audio analysis is
the spectrogram. The spectrogram of an audio signal is defined as a feature matrix in the time-frequency
domain. In the frequency domain, this matrix is constructed by joining together the feature vectors end-to-
end for consecutive time frames in an audio recording [22].

In our study, in order to mcrease data dlver5|ty for gamlng fake audlos there are a bunc of audlo pre-
in our study. For having used mono audios, sampling rate is chosen as 8000
enhancement methods.

Pitch shifting method helps to modify the pitch of an audio with the gj
its speed. In addition, the pitch shift involves an STFT [6], shift-u

frequencies. Three different time rates are use
slower and faster audlos It basmally transfo ms th

enhance which equals 0.25, 0.50 and 1.25 value to have
signal using STFT [6], stretches it using Phase VVocoder

nonlinear frequency sca
band energy features/a
various filters which is a b3

this scale, the mel-spectrogram consists of vectors of mel
filter bank expands bandwidth with center frequencies for

especially chg8en as 24 and the parameter of frequency bin is chosen as 36 which means this randomly
selected part will be between 24 frames maximum for time frames and 36 bins maximum for frequency
bins. In other words, it creates silent parts in spectrograms to increase the diversity [30]. This method is
only used in stretched audios because of having extended times. In addition, in our study, fake audio
samples are generated using the same approach used in the Multiple Masking. Total three different parts
are randomly selected in the frequency zone and cropped from this spectrogram to be added to the end or
start of that spectrogram. To increase the diversity with cropping more seconds from the audio portion, the
parameter of frequency bins is chosen as 150 and Gaussian noise (background noise) [31] is applied to that
randomly cropped part. The Gaussian noise method is used for adding a random signal as white noise to
the background of an audio which is known as sizzle. After applying this method, new spectrograms are
gained from fake audio samples and these fake audio samples are reconstructed as an audio file. In order to
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increase the diversity for real data, Mel-frequency cepstral coefficient (MFCC) [19] and Chroma Energy
Normalized Statistics (CENS) type extraction methods [32] are applied. MFCC features extraction is one
of the most popular methods used to process and to augment audio data which have coefficients that are
less-affected by changes. These coefficients are a set of Discrete Cosine Transform (DCT) decorrelated
parameters. Through an appropriate transformation, they are computed based on the logarithmically
compressed filter-output energies. To process the Discrete Fourier Transformed (DFT) speech signal, it
uses a perceptually spaced triangular filter bank [33].

Chroma Energy Normalized Statistics (CENS) feature extraction method is often used to perform audio
matching and similarity [34]. It basically smooths the local deviations in an audio such as tempo, pace and
S0 on. In our experiments, in order to achieve a balanced data of real samplings, which cogsist of original

test samplings for DCGAN [9] training in our study as well.

In Figure 1, a raw audio sample [35] (a) Mel-scale spectrogram, and (b) its pre
applying stretching by the rate as 1.25 value, and applying multiple masking

and gives them into a Dense layer with 8192 neural nodes. Then,
shape the inputs to make the next layers suitable. Three Transposed

For the discriminator sub-model, an Input layer with the shape of the output of the generator model is used.
Three Convolutional layers (i.e., Conv) with their filter counts are equal to 64, 128 and 128, respectively.
The LeakyReLU as activation function is used. A Flatten layer is used to get a one dimensional (1D) vector
and a Dropout [39] process is applied as a layer to prevent possible over-fitting problems. Finally, a Dense
layer with one neural node is used to classify the input as “Fake” or “Real” with Sigmoid [41] activation
function which is used mostly for the output layer to classify the result with a threshold value.

In our study, for a fair generalization, the DCGAN [9] model is trained for 100 epochs with the generation
10 images per epoch for Turkish data while 52 images are generated per epoch for English. The Adaptive
Moment Estimation (ADAM) [42] optimization method is used for training. It helps to keep an



Emre Beray BOZTEPE, Bahadir KARASULU / GU J Sci, 38(1): x-x(2025)

exponentially decreased average past gradient to the similar value to compute adaptive learning rate. In this
way, it is ensured that the learning rate can be determined effectively and adaptively by estimation based
on the first and second moments of the gradients. Learning rate is initially chosen as 1*10 for both sub-
models. Since having a binary classification model for “Real” or “Fake” classes, the Binary Cross-Entropy
loss function is used. It helps to determine how close the predicted value is to the actual value for penalizing.
In other words, it means how successful the model is to classify the given audio sample as given as a Mel-
scale spectrogram.

In Figure 2, a DCGAN architectural model [43] is used in our study as given as a block diagram schematic
in a layered manner. LeakyReLU is shown as 1Relu in Figure 2.

A
In DeConv1 DeConv2 ‘ DeConv3 DeConv4 In Conv1 Conv2 Conv3 Dense
G
8x8x 128 16 x 16x 128 . e T 38
(IRelu) (IRelu) d2X 32X 250 64 x 64 x 512 64x64x3 h4x 64x3  32x32x64 O X 10x 12 Xx‘X.\lZN 1
(IRelu 64 X 64 x 512 ; Flatten,
4 (IRelu) (Sigmoid) (Relu) (Relu) (Relt) D,-SF,](::,:(SQ)) (Sigmoid)
Generator Discriminator
Figure 2. The DCGAN architectural model used in our Study asytiﬁned form in [43]
The generator takes the image, learns from its features by sposed convolution layer. At the end,

0 the discriminator for classification.
This tensor is denoted to the image that is g
generator learns to make the discriminator cJassify this output correctly. Then, the discriminator takes that
ify it. In the dense layer which is at the end of the
discriminator, the classification process d with the sigmoid activation function. This whole
process is performed inside a loop and with this way, ature learning process is being performed. These
generated images are used as pipeline which is created by machine learning

algorithms to ensemble.

of the image the activity is CQu alag? |n the literature, this density map is usually given in the form of a
- nt heatmap is superimposed over the input image. In this way, the main
idea behind the G BS is to detect the important points that are used by the model to predict.

In other ¢ gilsacCtivation in these points. These points are denoted by yellow-red color and
the le tvati are denoted with blue color in Mel-scale spectrogram images given in our
exp his m&thaod does not directly affect the classification process, so these heat maps used in a
mihi teppretable logical rules for classification scope were investigated to extract appropriate
rules by information created in the Red, Green, and Blue (RGB) colorspace.

In our study, gAe discriminator sub-model is used for this Grad-CAM process. The last Convolutional layer
before the classification is selected. Because it basically does a prediction operation using the last layer
which as the discriminator model does. But the difference is while the discriminator model is doing the
prediction for classification, the Grad-CAM process is used for predicting the activation intensity in pixels
to colorize them.

With the help of Tensorflow library [33], gradients per every pixel for an input image is calculated. Then,
the average of the gradient values are calculated and used as weights. The ponderation of the filters with
respect to the weights is calculated. Values of obtained heatmap are normalized between [0,1] and then
scaled to the range as [0,255]. After these processes, the found array is converted into an image. These
images and found arrays are used for extracting rules for classification by using extracted features from



Emre Beray BOZTEPE, Bahadir KARASULU / GU J Sci, 38(1): x-x(2025)

found high and less activation points. Minimum and maximum values from the found array for detecting
the colors of the image by proximity to white and black, standard deviation of found array for seeing the
spread of data, white pixel rate of an image, shannon entropy and Gray Level Co-Occurrence Matrix
(GLCM) [45] are those features. Shannon Entropy [46] is an average rate of the information. This kind of
information is generated from a stochastic data source. GLCM is a matrix defined on an image as a
distribution of co-occurring pixel values at a given offset. Several statistics can be derived from GLCM.
The Homogeneity Statistic measures a value that indicates how closely the GLCM's element distribution
resembles its diagonal. The Energy Statistic gives the sum of squared elements in GLCM. The Correlation
Statistic helps to measure the joint probability occurrence of the specified pixel pairs. The Dissimilarity
Statistic measures the local variation. All of these 4 statistics are used to derive the information from
GLCM.

3.3. Classification Boosting with the Classifier Pipeline

For classification boosting, a pipeline can be useful to construct one comp multiple
estimators into this one. When a fixed sequence of steps in processing the d before
a more complicated classification process, it can be more preferential. | i of classifier
pipeline is built with the scikit-learn [47] library. In order to app

learning-based classification algorithm which is used‘fo
points’ grouping. Basically, it uses the majority vgte term to cla;
point is a member of a class which has k memb
by a distance algorithm. Generally, preferred
variables is Euclidean distance. Since th
False decision, the k value is chosen as two.

ificions or predictions of individual data
e points with their similarities. Each
he closest. This distance between the points is calculated
stance metric for this algorithm with the continuous
e biRary classification as usually as in a manner of True or
ases are usually used in machine learning, which are
the training phase and the testing phase. At the end training phase of our study with related datasets
(i.e., their details are given in rel following parts), #he accuracy [49] is equal to approximately 0.92 and
0.92 for both English and Turkish io samples, respectively. In addition, the accuracy for the
testing phase is equal to xima d 0.81 for both English and Turkish languages’ audio
samples, respectively.

ased on the support vector machine (SVM) [50], which is another
ithm which can be used for both regression and classification problems.

testing phase. At the end of the training phase of our study with related datasets (i.e., their details are given
in related following parts), the accuracy is approximately equal to 0.88 and 0.87 for both English and
Turkish languages’ audio samples, respectively. In addition, the accuracy for the testing phase is
approximately equal to approximately 0.87 and 0.86 for both English and Turkish languages’ audio
samples, respectively.

Gaussian process classifier [17, 52] also can be used as both regression and classification algorithms. It can
be said that it is a generalization of the Gaussian probability distribution [17]. It is used as the foundation
for advanced non-parametric machine learning algorithms. Gaussian process classifier’s kernel
hyperparameters are optimized during fitting in training so, all of the parameters were given as default in
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our study. In default parameters, kernel value, covariance function of the Gaussian Process, equals “None”
value which equals the Radial Basis Function (RBF). As an optimizer, “fmin_|_bfgs_b” is chosen as default
which is used to minimize the function by using the Limited-Memory Broyden-Fletcher-Goldfarb-Shanno
(L-BFGS-B) algorithm which is developed for using a limited amount of memory [53]. At the end of the
training phase of our study with related datasets (i.e., their details are given in related following parts), the
accuracy is approximately equal to 0.89 and 0.87 for both English and Turkish languages’ audio samples,
respectively. In addition, the accuracy for the testing phase is approximately equal to 0.88 and 0.86 for both
English and Turkish languages’ audio samples, respectively.

The decision tree (DT) [54] classifier is another algorithm that can be used for both regression and
classification. It is a tree model in which internal nodes specify attribute tests, branches

a node into
ision Tree
(DT) algorithm, “random_state” value is chosen as "zero" for having the sa
every run in the experiment. Other parameters are chosen as their defaul

ediction. It means predicted
class will be a category with the highest majority of votes: C [16] and Gaussian process
classifier [17] are given as the ensemble of numerqus models.
As mentioned above, two phases are usually use in machine learning as called the training phase and the
testing phase. At the end of the training phase of dur study with related datasets (i.e., their details are given
imately equal to 0.89 and 0.88 for both English and

n addition, the accuracy for the testing phase is

The pipeline tool that was provi it-learn [47] library is used to avoid preprocessing and
modeling steps into a singl dels together. In other words, different machine learning

ransformer are used as these steps. Transformer reacts as a
BT having a strong rule based infrastructure, the DT is chosen as a
e from the VC. In addition, for choosing DT as a transformer and for it
done for a only defined DT model. These rules from data are extracted
] module for scoping target class.

predictor in this case. In 0
predictor of give
lasting long, the &
to be used for the ¢

follo fCcuracy is approximately equal to 0.92 and 0.92 for both English and Turkish
i ples, respectively. In addition, the accuracy for the testing phase is approximately
0.81 for both English and Turkish languages’ audio samples, respectively. Classifier

Table 2. Performance results for classifier pipeline

Classifier's Name | Performance for Training and Testing | Performance for Training and Testing
Stages based on the Turkish Language | Stages based on the English Language

(Accuracy values) (Accuracy values)
k-Nearest Train: 0.92, Train: 0.92,
Neighbor Test: 0.81 Test: 0.86

Classifier
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Support Vector | Train: 0.87, Train: 0.88,
Classifier Test: 0.86 Test: 0.87
Gaussian Process | Train: 0.87, Train: 0.89,
Classifier Test: 0.86 Test: 0.88
Voting Classifier | Train: 0.88, Train: 0.89,
Test: 0.87 Test: 0.88
Pipeline Train: 0.92, Train: 0.92,
Classifier Test: 0.81 Test: 0.86

3.4. Mining Interpretable Logical Rules for Classification Scoping using Skop

For mining interpretable logical rules for classification scoping in our study, learning
module of Python language called as “skope-rules” [57] which aims at lea retable rules
for scoping a target class (i.e. detecting with high precision instances of t is bui top of scikit-
learn [47] library. With the help of the skope-rules module, usab xtkacted from the tree

trees, or gradient
ilar rules are then
removed by a related process of the skope-rules module. Thi
their rule supports. The main goal of the skope-rules mgdule i
i function) method, but which
does not solve the L1-regularized optimization problemas 1 tead, weights are simply proportional

to the out of the bag associated precision of the ryte.

In our study, a total of 7 different rule-basegr mod
have 2 to 8 rules for each language. Tw

are obtained for Turkish, English and Bilingual which
est rules are extracted by the skope-rules module with
the use of English and Turkish languages' data. ason for obtaining 2 to 8 rules is for benchmarking.
In other words, performance evalugtion is being done electing the best performed rule. In Tables 3 and
4, there are shown some exa of selected skope-rules module parameters and its extracted rules,
respectively.

the value used to have an experimental design with randomized
initial condition as a shuffled trial for every run in the experiment

the number of rules for prediction

the minimal recall for a rule

the minimal precision for a rule

max_depth_duplication |3 the decision tree’s maximum depth for rule deduplication
max_depth 3 the maximum depth
max_features 0.5 the ratio of feature number for decision tree to consider

max_samples_features 0.5 the ratio of number of feature for training used to draw each
decision tree
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As aresult, according to the table of extracted rules (i.e., Table 4), for example by looking to English results,
it can be said that, if entropy value of the spectrogram which is obtained from an audio is less than or equal
t0 6.370113372802 or mean value is higher than 163.1597900390625 or standard deviation (i.e., std. dev.)
value less than or equal to 84.57405090332031, it can be classified as “Fake” class. Otherwise, it can be
classified as the “Real” class. In addition, some descriptive statistics for the features of Test Case 1 (i.e.,
left hand side of the table) and Test Case 2 (i.e., right hand side of the table) are shown in the Table 5. In
the table, "white_pix" feature indicates the ratio of white colored pixels in given spectrogram image which
are considered as bias, and also, obtained values of this feature are relatively very low.

Table 4. Some Examples for Extracted Rules

Rule Rule CQQ Language

Rule#1: entropy <= 6.37
Rule#2: mean > 163.15
Rule#3: std. dev. <= 84.57

English

Rule#1: glcm_dissimilarity <= 47.51 and mean > 16 Bilingual
Rule#2: entropy <= 7.02 and mean > 169.17 and std’

3
Rule#1: std. dev. <= 69.52 N Turkish
Rule#2: glcm_dissimilarity <= 26.63 and std. dev. <= 78.53
Rule#3: glcm_energy > 0.03 and glcm_correlation >
-0.32 and mean > 173.06
Rule#4: glcm_dissimilarity <= 34.07 and mean > 173.06

2

34

Table 5. Some descriptive statistics for the feat«columns of Test Case 1 (left hand side) and Test Case
2 (right hand side)

Test Case 1 Test Case 2

Column Mean Standard olumn Mean Standard
deviation deviation

min min 0 0

max 0 max 255 0
11.58 mean 202.56 | 11.33
7.44 standard deviation | 55.88 7.55
0.67 entropy 5.90 0.67
0.14 white_pix 0.20 0.14
0.05 glem_homogeneity | 0.08 0.05

glcm_dissi}nilarity 18.34 11.60 glem_dissimilarity | 18.13 11.27

glcm_energy 0.047 0.008 glcm_energy 0.047 0.008

glcm_correlation 0.53 0.19 glem_correlation | 0.53 0.19
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4. EXPERIMENTAL RESULTS

In our experiments, audio sample files for English, Turkish languages and both of them as Bilingual,
obtained by mixing Turkish and English, are taken from datasets. Some methods such as audio trimming,
audio stretching etc. are used for data augmentation. Spectrograms are obtained from these audios. Data
augmentation methods for augmenting image data such as MFCC, Chroma etc. are applied. Fake data is
obtained from real audio files. Then, using all of this fake and real data, a DCGAN model is trained and
fake audio samples that are generated by this type of GAN model are obtained. With the results of this
DCGAN model and real data, a pipeline is generated using some machine learning algorithms and a
prediction process is applied. Then, obtaining the heatmaps process is applied by using Grad-CAM. With
these heatmaps, features such as white pixel rate, GLCM features etc. are obtained. Finally gith all of these
prediction results and heatmap features, the skope-rules module’s process is applied by diftefgnt rule counts
to find optimum rule count for the best performance.

In the experiments, Google Colab Pro [60] and a computer which is equipped
CPU with 2.30 GHz and has 16 GB RAM memory, nVidia RTX 3050 Ti

learning platform which is used as a backend. In our study, Ke
architectural model of the DCGAN variant in our system which

In the following subsections, datasets that are used for
well-known metrics in detail are given for both Turkish and
Bilingual.

g and“performance evaluations with
languages, and also in a manner of

4.1. Datasets

In this study, two different languagg dataset is used th languages, English and Turkish, respectively.
Both datasets are obtained from aflvebsite called Opew’Speech And Language Resources (OpenSLR) [62]
which is devoted to hosting speec resources. Some details about these datasets are given in
the following parts. These daéa ailable at their respective owner’s website as well.

The Turkish language % ber of Altgfc Language Group’s [63] Turkic [64] family. Vowel harmony
and widespread agglutinali@gare rkish language defining traits. Noun clauses and grammatical
gender are nonaxistent in TUM@sh. There are 21 consonants and 8 vowels in a total of 29 letters in the

known al i asplak it as their native language [65]. Turkish is the official spoken language
in Turkey. g W[66] dataset is used for the Turkish language dataset. The dataset consists of
4 di ta which are Spanish, Turkish, Arabic and French. There are 10 hours of speech for
ea ataset, the Turkish dataset consists of speeches that are taken from the news videos

nscript files of these speeches are all in text file format. The number of text files is as
files.

The English language is a member of the Indo-European Language Family [68]. There are 21 consonants
and 5 vowels in a total of 26 letters in the English alphabet. There are over one billion speakers of the
English language known and over 379 million people speak as their native language [69]. English is an
official language in 59 countries including the United States of America, England. Modern English is
described as the first "global lingua franca" spoken by non-native speakers. The LibriSpeech [35] dataset
is used for English language dataset. The dataset contains English speeches from read audiobooks from the
LibriVox [70] project. There are approximately 1000 hours of speeches with 16 KHz frequency and
transcriptions of these speeches. These files also have a transcript which is only one file and in Comma
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Separated Value (CSV) format for portability, or, with the purpose of information interchange between
end-users.

4.2. Objective Evaluation Using Performance Metrics

This section contains our objective performance evaluation methodology and related metrics that are used
for evaluating our experiments in the study. For classifying the results by their classes as “Fake” or “Real”,
the confusion matrix and the performance metrics are used such as accuracy, recall and precision that are
obtained from measurements from the information retrieval process. Confusion Matrix is given in the form
of a matrix that can be considered as a statistical table that provides information about classification results.
True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) areghe information
that is provided and used in this matrix. In this study, TP is the number of data that is labgled as “Fake”
and predicted by the neural network model as the same whereas, TN is the number ofdfata thag is predicted
edicted by

the neural network as the same whereas, FN is the number of data that is predj
as “Fake”.

The Accuracy metric is one of the metrics that can be found by getti positives In all data. It
helps to detect how much data is predicted correctly. Not only the shownlas decimal but also,
as a percentage value. In the Equation (1), the formula is shown i

(1)

Accuracy =
(TP +TN)/(TP+ FP+TN +FN).

The Recall metric can be found by getting the ratg of correctly ed positives in all positive values. It
helps to detect how much positive data is predig@d correctly. In the Equation (2), the formula can be seen
[30] as given as below

Recall = TP/(TP + FN) . (2)

by getting the rate of correctly predicted positives in all correctly
rate of Rorrectly predicted positive data among all data correctly

The Precision metric can be fq
predicted values. It helps to detec
predicted. In the Equation

Precision = TP/( 3
The F1 Score O¥@getting the harmonic mean of precision and recall. In order to take into
account the seve the experiment when performance is compromised, it provides a useful
evaluatiog result. pthe Equation (4), the formula can be seen [30] as given as below

F (4)
The Recei rating Characteristics (ROC) Curve [71] is a plot graph that is computed using True

(AUC) [72] score for any class in the experiment. The higher value all the ROC plots reach towards the
upper left corner, the better the model distinguishes between the classes. In other words, the x axis beckons
the TPR which gives the rate of TP’s in whole data and the y axis beckons the FPR which gives the rate of
FP in whole data. In this plot, reaching the top left corner means getting a high TPR and a high TPR means
getting a quite good classification result.

The AUC score [72] is obtained by the area under the curve. It scales from [0,1] and the closer to 1, the
higher the model is performed. The threshold for AUC to comment on the model’s performance equals 0.5
value. AUC score below 0.5 means that the model is performing not so well. With the help of these metrics
and measurements, the objective performance evaluation is done for our experimental results as well.
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4.3. Case Study for Turkish Language Based on the Fake Audio Samples

Performance evaluation for fake audio samples for Turkish Language is performed by using the
performance metrics that are mentioned in the previous section. Two different results are obtained for
Turkish Language based data. The first result is obtained for the Pipeline results and the other one is
obtained for skope-rules results. For Pipeline results, the accuracy that is obtained is equal to 0.80. The
average precision, recall and F1 score is equal to 0.81, 0.80 and 0.80 respectively. For skope-rules [57]
results, the accuracy that is obtained is equal to 0.98 for Test Case 1 that is created for “Fake” data predicted
as correctly or in a wrong way and 0.99 for Test Case 2 that is created for “Real” data predicted as correctly
or in a wrong way. The number of the rules is chosen as 3, which performs with the highest accuracy. In
Figures 3 and 4, the classification report for both Pipeline and skope-rules results can be sggn.

Classification report for Turkish (With Acc: 0.80)

fake 0.81

real 0.79

Classes

macro_avg 0.81 0.80 0.80
s N 2
° Q?'db g
o <&

Metrics

Figure 3. ClassificationWeline Results for Turkish Language
4
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Figure 4. Classification Report for Skope-Rules Results for Turkish Language; a) Test Case 1, b) Test
Case 2

4.4, Case Study for English Language Based on the Fake Audio Samples

Performance evaluation for fake audio samples for English Language is performed by using the
performance metrics that are mentioned in the previous section. Two different results are obtained for
English Language based data. The first result is obtained for Pipeline results and the other one is obtained
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for skope-rules results. For Pipeline results, the accuracy that is obtained is equal to 0.86. The average
precision, recall and F1 score is equal to 0.87, 0.86 and 0.86 respectively. For skope-rules results, the
accuracy that is obtained is equal to 0.50 for Test Case 1 that is created for “Fake” data predicted as correctly
or in a wrong way and 0.50 for Test Case 2 that is created for “Real” data predicted as correctly or in a
wrong way. The number of the rules is chosen as 6, which performs with the highest accuracy. In Figures
5 and 6, the classification report for both Pipeline and skope-rules results can be seen.

Classification report for English (With Acc: 0.86)
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sificabion Report for Skope-Rules Results for English Language; a) Test Case 1, b) Test
Case 2

4.5, Case St for Bilingual Language Based on the Fake Audio Samples

Bilingual Language is created by mixing Turkish and English Language data. Evaluation for fake audio
samples for Bilingual Language is performed by using the performance metrics that are mentioned in the
previous section. Two different results are obtained for Bilingual Language based data. The first result is
obtained for Pipeline results and the other one is obtained for skope-rules results. For Pipeline results, the
accuracy that is obtained is equal to 0.74. The average precision, recall and F1 score is equal to 0.76, 0.74
and 0.73 respectively. For skope-rules results, the accuracy that is obtained is equal to 0.47 for Test Case 1
that is created for “Fake” data predicted as correctly or in a wrong way and 0.94 for Test Case 2 that is
created for “Real” data predicted as correctly or in a wrong way. The number of the rules is chosen as 6,
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which performs with the highest accuracy. In Figures 7 and 8, the classification report for both Pipeline and
skope-rules [57] results can be seen.

Classification report for Bilingual (With Acc: 0.74)

0.85
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1] real 0.69
©
O
0.70
0.65
macro_avg 0.76 0.74 0.73
0.60
& N @
@(}:.,\O ng’@ e
& <&
Metrics
Figure 7. Classification Report for Pipeline ResuxBNLa)age
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Skope-Rules Results for Bilingual Language; a) Test Case 1, b) Test
Case 2

s”comparison based on all three experimental set results (e.g., English, Turkish and
. These results are obtained by using the evaluation metrics that are mentioned in the

in Figure 9 can be useful. Mean accuracy of rule numbers for all three languages and both Test Cases are
shown in the plot graph with markers. In these figures (i.e., Figures 9, 10 and 11), the abbreviations are
defined as EN for English, TR for Turkish language, and also as BIL for Bilingual languages, as well.
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Confusion Matrix is also taken to see TP, TN, FP, FN results for both of the results. In Table 6, the confusion
matrix can be seen. In this table, abbreviations are defined as EN for English, TR for Turkish language, and
also as BIL for Bilingual languages, as well.

Table 6. Confusion Matrix for both Pipeline and skope-rules Results

Pipeline skope-rules Test Case 1 | skope-rules Test Case 2

Classes | Fake Real Fake Real Fake Real A Language
Fake 141 25 104 3 303 5 \TR

Real 40 126 1 106 0 N

Fake 975 55 1 2024 1 &EN

Real 238 792 0 2025 550 ) EN

Fake 1055 141 973 1159 745 113 BIL

Real 485 711 1100 1032 857 BIL

In the bilingual aspect of our study, there j
to classify as “Fake” or “Real” class. THe r

n indgpendence for the type of language which is considered
this kind of independence highly corresponds to the
majority voting and skope-rules are based on the -CAM motivated class activations as well. In the
representation learning perspectiyd of our study, deeghand machine learning harmonium was empowered
with the interpretable logical rufe ed on some cases in the experiments for classification scoping.

solving. Although it j
evaluation of the experi
bilingual appro i
audio samples.

ve as a real-world problem, with the help of the objective
T our study as shown above, we prove the suitable form of our

rules. The semantical gap is a known problem in machine learning research area. Deep learning has a
solution to fill this gap with the use of the representational learning, and it achieves a more accurate
classification and detection result for bilingual fake speech recognition. As a contribution of our study, our
experimental results have higher classification and recognition accuracy. These results are obtained for
each individual language performance. Mentioned results are approximately as 90% for training and as
80.33% for testing stages with classification pipeline in our study. This pipeline is compiled with the use
of a majority voting-based ensemble classifier in which the performance is reached as 73% with the
appropriate test cases as well. This kind of accurate classification and detection results are mostly based on
the feature learning and interpretation capabilities of representational learning in our deep learning
infrastructure.
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For a fair generalization of the bilingual fake speech recognition process, deep learning’s generative
model’s class activation as heat maps used in a mining process of interpretable logical rules for
classification scope were investigated to extract appropriate rules. In the manner of objective performance
metric from information retrieval theory, our approach with generalization capabilities seems to be more
preferable than single staged non-bilingual (i.e., monolingual) models as well. In further studies, we plan
to add some other deep learning models to our methodology. In addition, we will expand the test sets with
different scenarios as well.
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