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1,2Bilecik Şeyh Edebali University, Department of Mathematics, Bilecik 11230, TÜRKİYE

Abstract. In this study, our main goal is to obtain approximation properties of convolution operators
for multivariables via a special method which is not included in any other methods given before, also

known as P -statistical convergence. We present the P -statistical rate of this approximation and provide

examples of convolution operators. It is noteworthy to express that one can not approximate f by
earlier results for our examples. Therefore, our results fill an important gap in the existing literature.

Furthermore, we also present a P -statistical approximation result in the space of periodic continuous

functions of period 2π, for short C∗.
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1. Introduction and Background

In the theory of analysis, dealing with the approximation of a given function by other functions which
are good and simple is an important problem. Consider a set consisting of functions with bad properties
and a subset Y ⊂ X where Y is a dense subset with good properties. Then one can write any function
f of X as a limit of functions of Y . Actually this problem has been studied by Weierstrass [27] and he
has shown that every continuous real valued function on [a, b] can be written as a limit of polynomials,
i.e., the set of all algebraic polynomials constructs a dense subset of C[a, b]. The proof of this theorem is
long and hard to follow. Therefore giving a simpler alternative proof to this theorem turns out to be an
attractive aim for other mathematicians. Bernstein [5] is the first who has given the simplest proof by
using Bernstein polynomials. Then Bohman [6], Korovkin [19] and Popoviciu [20] have extended this by
positive and linear operators, independently. The effect of positive and linear operators is well-known in
approximation theory, functional analysis, statistics, computer engineering and image processing. One
of the important class of such operators is convolution operators. Besides this, the limits used are clas-
sical limits in the setting of this theory. But if the classical limit fails, what can be done? The main
goal of using summability theory is to still give a limit to a divergent sequence. Since it is effective
in such cases, Gadjiev and Orhan [17] have combined summability and approximation theories. Then
many results of approximation theory have been extended by statistical convergence, summation process,
ideal convergence, power series, indeed general summability methods [2], [3], [11], [12], [22], [25]. In
2003, Srivastava and Gupta obtained approximation properties of operators of some summation-integral
forms using classical convergence [23]. Later, in 2008, Duman obtained the approximation properties
of convolution operators of integral form using A-statistical convergence defined by an infinite matrix
A = (ajn) instead of classical convergence [12]. Many mathematicians have also studied them with the
use of different types of convergence in both single and multivariable cases, and they are still being re-
searched nowadays. For example, in 2017, Atlıhan, Yurdakadim and Taş investigated the approximation

1 ramazan.dinar13@gmail.com; 0009-0006-2095-2086
2 tugba.yurdakadim@bilecik.edu.tr-Corresponding author; 0000-0003-2522-6092.

2025 Ankara University

Communications Faculty of Sciences University of Ankara Series A1 Mathematics and Statistics

This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license.

92

https://doi.org/10.31801/cfsuasmas.1566336


CONVOLUTION OPERATORS AND P-STATISTICAL CONVERGENCE 93

properties of convolution operators in the multivariable case by using summation process [2]. In 2022,
Çınar and Yıldız studied these operators via P -statistical summation process [8]. In this paper, our goal
is to obtain approximation results for convolution operators both for one variable and for multivariables
via P -statistical convergence defined by a power series. We have already known that neither statistical
convergence nor P -statistical convergence implies each other [25]. We also present the P -statistical rate
of this approximation. Furthermore we provide examples as an application of our results. Following
the similar technique used here, we present a P -statistical approximation result in C∗, consisting of 2π
periodic and continuous functions on R.
Before recalling the basic concepts it is noteworthy to mention that approximation theory, studying pos-
itive linear operators, relaxing the positivity, linearity and assigning a limit when the classical limit fails
is important since these results have applications in image processing, computer engineering, physics,
statistics, computer aided geometric design, deep learning and 3D-modelling.

Now we pause to collect basic concepts which are the main tools of our study.
If

δ(G) := lim
k

1

k
#{n ≤ k : n ∈ G}

exists then it is called as the density of G ⊆ N where # is the number of the elements of enclosed set
and N is natural numbers. If δ(Gε) = 0 for all ε > 0 where Gε = {n ∈ N : |un − l| ≥ ε} then it is said
that u = (un) statistically converges to l [14], [16], [21]. Let (pn) be a real number sequence such that

p1 > 0, pn ≥ 0 for n ≥ 2 and p(t) :=

∞∑
n=1

pnt
n−1 with radius of convergence R ∈ (0,∞]. Then we define

the method of power series by the following:
Let

CP :=

{
f : (−R,R) → R| lim

0<t→R−

f(t)

p(t)
exists

}
,

CPp
:=

{
u = (un)|pu(t) :=

∞∑
n=1

pnt
n−1un with radius of convergence ≥ R and pu ∈ Cp

}
and

P − limu = lim
0<t→R−

1

p(t)

∞∑
n=1

pnt
n−1un.

Here P − lim is a functional from CPp
to R for short P and we say that u is P−convergent [7], [18].

The regularity of this method, i.e, if P − lim u is the same as the limit of u for every convergent
sequence u = (un), equals to

lim
t→R−

pnt
n−1

p(t)
= 0

for every n ∈ N [7].
Then combining the statistical convergence and power series, a novel concept of convergence known

as P -statistical convergence has been introduced in [25] and some results have been investigated by this
concept [9], [26].
Now we are ready to recall this concept of convergence.
If

δP (G) := lim
0<t→R−

1

p(t)

∑
n∈G

pnt
n−1

exists then it is called as P -density of G where P is regular. It can be easily seen that δP (G) ∈ [0, 1]
provided that it exists [25]. If δP (Gε) = 0 for every ε > 0, i.e,

lim
0<t→R−

1

p(t)

∑
n∈Gε

pnt
n−1 = 0
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then we say that u P -statistically converges to l and denote by stP − limu = l where P is regular and u

is a real number sequence [25].

Also, it is already known that

(
C[a, b], ||.||C[a,b]

)
is a Banach space

where
||f || := ||f ||C[a,b] = sup

x∈[a,b]

|f(x)|, f ∈ C[a, b].

The following operators of convolution type for one variable:

Tn(f ;x) =

∫ b

a

f(y)Kn(y − x) dy, n ∈ N, x ∈ [a, b] (1)

where f ∈ C[a, b], a < b, a, b ∈ R have been considered via P -statistical summation process in [8] .
One can easily see that Tn are linear, also suppose that Kn are continuous functions on [a− b, b− a] and
Kn(u) ≥ 0 for every u ∈ [a− b, b− a], for every n ∈ N. Hence, Tn given by (1) are positive and linear. If

one takes a
(n)
kj = I, identity matrix, for all n ∈ N in [8], the following results can be obtained immediately.

For the completeness, we find it useful to recall the following:

Theorem 1. [25] Let P be regular, Ln be positive and linear operators for each n ∈ N on C[0, 1] and
ei(y) = yi, i = 0, 1, 2.
Then

stP − lim
n

||Ln(ei)− ei|| = 0,

i = 0, 1, 2 implies that
stP − lim

n
||Ln(f)− f || = 0

for any f ∈ C[0, 1].

It is worth for mentioning that this theorem is the P -statistical version of the well-known theorem
given by Gadjiev and Orhan in 2002 [17].
Indeed, this result have been obtained in [22] as follows since Ln(φ;x) = Ln(e2;x) − 2xLn(e1;x) +
x2Ln(e0;x) provided that Ln are positive and linear for every n ∈ N where φ(y) := (y − x)2 for every
x ∈ [a, b].

Lemma 1. [22] If
stP − lim

n
||Ln(e0)− e0|| = 0

and
stP − lim

n
||Ln(φ)|| = 0

then
stP − lim

n
||Ln(f)− f || = 0

holds for all f ∈ C[a, b], where P is regular and Ln are positive and linear operators for each n ∈ N.

Theorem 2. [8] Let P be regular and (Tn) be given by (1). If

stP − lim
n

∫ δ

−δ

Kn(y) dy = 1

and

stP − lim
n

(
sup
|y|≥δ

Kn(y)
)
= 0

hold for a fixed δ ∈ (0, b−a
2 ) then

stP − lim
n

||Tn(f)− f ||δ = 0

holds for every f ∈ C[a, b] where
||f ||δ := sup

a+δ≤x≤b−δ
|f(x)|.

Now, we provide examples such that the earlier results can not be used but we still have the opportunity
to approximate f by the above results.
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Example 1. Define the sequences (pn) and (un) as follows:

pn =

{
1 , n = 2k
0 , n = 2k + 1

, un =

{
0 , n = 2k
1 , n = 2k + 1

.

Notice that P is regular and stP − lim un = 0.
Then let Tn on C[a, b] be constructed by

Tn(f ;x) =
n(1 + un)√

π

∫ b

a

f(y)e−n2(y−x)2 dy. (2)

Here

Kn(y) =
n(1 + un)√

π
e−n2y2

and Tn defined by (2) is a convolution operator.

Notice that Theorem 2.4 and Corollary 2.5 of [12] can not be applied for Kn since (un) is neither
convergent nor statistically convergent. However, Theorem 2 can be applied to obtain that

stP − lim
n

||Tn(f)− f ||δ = 0

for every f ∈ C[a, b] and for a fixed 0 < δ < b−a
2 .

The above example is standard to give but here, we construct another example which is extraordinary
and is motivated by a result in [10].

Example 2. Let (un) and the method P be constructed as below:

un =

{
0 , n = 2k
1 , n = 2k + 1

, pn =

{
0 , n = 2k
1 , n = 2k + 1

.

Notice that P is regular and (un) is P -statistically convergent to 1. Then define Tn on C

[
−1
2 , 1

2

]
as

follows:

Tn(f ;x) = un

∫ 1
2

−1
2

f(y)λn(y − x)dy = unLn(f ;x) with λn(y) = cn(1− y2)n,

f ∈ C

[
−1
2 , 1

2

]
and (cn) chosen such that

∫ 1

−1

λn(y)dy = 1.

Since (un) is neither convergent nor statistically convergent, one can not approximate f by the earlier
theorems in the classical or statistical settings. But we still have the opportunity to approximate f since
(un) is P -statistically convergent to 1 by using Theorem 2 and the uniform convergence of Ln(f ;x) to f
on [−1

2 + δ, 1
2 + δ] for each 0 < δ < 1

2 which is also known from [10].

Furthermore, the rate of this approximation can be given as follows with the use of modulus of
continuity and the concept of P -statistical convergence with the rate o (an).
The other main tool of this study is P -statistical rate and it was introduced in [1] in light of [15] in 2023.

Definition 1. [1] Let (an) be a non-increasing, positive real number sequence and P be regular. If

lim
0<t→R−

 1

p (t)

∑
n:|sn−l|≥εan

pnt
n

 = 0

is true for every ε > 0 then we say that s = (sn) is P -statistically convergent to l with the rate o (an) and
we denote by sn − l = stP − o (an) , (n → ∞).

Here it is noteworthy to mention that the terms of the sequence (sn) are controlling the rate.

Theorem 3. Let P be regular and (Tn) be given by (1). Suppose also that (an), (bn) are non-increasing
sequences of positive numbers and 0 < δ < b−a

2 be fixed.
If

||Tn(e0)− e0||δ = stP − o(an), (n → ∞),

and
ω(f, λn) = stP − o(bn), (n → ∞),
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then

||Tn(f)− f ||δ = stP − o(γn), (n → ∞)

holds for all f ∈ C[a, b]. Here λn :=
√

||Tn(φ)||δ and γn := max{an, bn, anbn}.

Proof. Since it is already shown that there exists L > 0 such that

||Tn(f)− f ||δ ≤ L

{
ω(f, λn) + ω(f, λn)||Tn(e0)− e0||δ + ||Tn(e0)− e0||δ

}
holds for all n ∈ N, we immediately obtain that

||Tn(f)− f ||δ = stP − o(γn)

where γn := max{an, bn, anbn}. This gives the desired result. □

2. P-statistical approximation in C∗

Here, we present an approximation result of convolution type operators in the space of periodic func-
tions of period 2π and continuous on R, for short C∗ by P -statistical convergence.
It is beneficial to recall ||f ||C∗ = sup

x∈R
|f(x)| is the standard norm on C∗.

Construct Tn for f ∈ C∗ and for each n ∈ N as follows:

Tn(f ;x) =
1

2π

∫ π

−π

f(y)Kn(y − x)dy (3)

where Kn ∈ C∗, Kn(y) ≥ 0 for any y ∈ [−π, π]. Hence Kn is nonnegative on R. Following a similar way
as in earlier results, we can also conclude the next theorem.

Theorem 4. Let P be regular and (Tn) be defined by (3). If

δP

(
{n ∈ N :

1

2π

∫ π

−π

Kn(y) dy = 1}
)
= 1

and

stP − lim
n

(
sup
|y|≥δ

Kn(y)

)
= 0

for any δ > 0 then we get

stP − lim
n

||Tn(f)− f ||C∗ = 0

for any f ∈ C∗.

3. P -Statistical Approximation Of Convolution Operators For Multivariables

Korovkin type approximation theorems have been investigated in real m-dimensional space by sta-
tistical convergence and summation process in [4], [13]. In this section, we examine the approximation
properties of the below convolution operators for multivariables:

Tn(f ;x, y) =

∫ d

c

∫ b

a

f(u, v)Kn(u− x, v − y) dudv (4)

where (x, y) ∈ J := [a, b] × [c, d], f ∈ C(J) and C(J) = {f |f : J −→ R continuous} with the norm
||f || := sup

(x,y)∈J

|f(x, y)|.

For the positivity we suppose for all n ∈ N that Kn(t, z) are continuous and Kn(t, z) ≥ 0 on [a − b, b −
a]× [c− d, d− c]. Hence, Tn : C(J) −→ C(J) given by (4) are positive and linear operators.
Unfortunately, one variable is insufficient to give a model of real world problems therefore considering
multivariable cases in approximation theory has great importance.
First, let us prove the following lemmas which lead us to our main theorem.
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Lemma 2. Let P be regular and Tn : C(J) −→ C(J) be positive and linear operators for every n ∈ N.
If

stP − lim
n

||Tn(fi)− fi|| = 0 for i = 0, 1, 2, 3

where f0(u, v) = 1, f1(u, v) = u, f2(u, v) = v, f3(u, v) = u2 + v2 then

stP − lim
n

||Tn(f)− f || = 0

holds for all f ∈ C(J).

Proof. Since f ∈ C(J), we have δ > 0 for every ε > 0 satisfying that |f(u, v) − f(x, y)| < ε for every
(u, v) ∈ J such that |u− x| < δ and |v − y| < δ. Then we can write that

|f(u, v)− f(x, y)| =|f(u, v)− f(x, y)|χJδ
(u, v) + |f(u, v)− f(x, y)|χJ\Jδ

(u, v)

≤ε+ 2HχJ\Jδ
(u, v)

where χJ is the characteristic function of J , Jδ = [x− δ, x+ δ]× [y − δ, y + δ] ∩ J and H := ||f ||.
Also

χJ\Jδ
(u, v) ≤ (u− x)2

δ2
+

(v − y)2

δ2

holds and by combining the above inequalities, we have that

|f(u, v)− f(x, y)| ≤ ε+
2H

δ2

{
(u− x)2 + (v − y)2

}
for every u, v, x, y.
Since Tn are positive and linear for all n ∈ N, we can also obtain that

|Tn(f ;x, y)− f(x, y)| ≤Tn

(
|f(u, v)− f(x, y)|;x, y

)
+|f(x, y)||Tn(f0;x, y)− f0(x, y)|

and

|Tn(f ;x, y)− f(x, y)| ≤ε+

(
ε+H +

(h2
1 + h2

2)2H

δ2
|Tn(f0;x, y)− f0(x, y)|

)
+
4h1H

δ2
|Tn(f1;x, y)− f1(x, y)|

+
4h2H

δ2
|Tn(f2;x, y)− f2(x, y)|

+
2H

δ2
|Tn(f3;x, y)− f3(x, y)|

where h1 = max{|a|, |b|}, h2 = max{|c|, |d|}.
Thus by taking supremum over J , we have that

||Tn(f)− f || ≤ ε+K

{
||Tn(f0)− f0||+ ||Tn(f1)− f1||+ ||Tn(f2)− f2||+ ||Tn(f3)− f3||

}
(5)

where

K := max

{
ε+H +

(h2
1 + h2

2)2H

δ2
,
4h1H

δ2
,
4h2H

δ2
,
2h

δ2

}
.

For a given r > 0 pick ε > 0 such that ε < r and define the followings:

F = {n : ||Tn(f)− f || ≥ r}

F1 = {n : ||Tn(f0)− f0|| ≥
r − ε

4K
}

F2 = {n : ||Tn(f1)− f1|| ≥
r − ε

4K
}

F3 = {n : ||Tn(f2)− f2|| ≥
r − ε

4K
}

F4 = {n : ||Tn(f3)− f3|| ≥
r − ε

4K
}.
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It is easy to notice that F ⊆ F1 ∪ F2 ∪ F3 ∪ F4 by (5).
Then

1

p(t)

∑
n∈F

pnt
n−1 ≤ 1

p(t)

{∑
n∈F1

pnt
n−1 +

∑
n∈F2

pnt
n−1 +

∑
n∈F3

pnt
n−1 +

∑
n∈F4

pnt
n−1

}
holds and by taking limit in both sides we obtain that

lim
t→R−

1

p(t)

∑
n∈F

pnt
n−1 = 0

then we complete the proof. □

By setting Γ(u, v) = (u−x)2+(v−y)2, one can immediately get the following via a slight modification.

Lemma 3. Let P be regular and Tn : C(J) −→ C(J) be positive and linear operators for every n ∈ N.
If

stP − lim
n

||Tn(f0)− f0|| = 0

and

stP − lim
n

||Tn(Γ)|| = 0

then we have

stP − lim
n

||Tn(f)− f || = 0

for all f ∈ C(J).

Let

||f ||δ = sup
a+δ≤x≤b−δ,c+δ≤y≤d−δ

|f(x, y)|

where 0 < δ < min{ b−a
2 , d−c

2 }, f ∈ C(J) and also let Bγ := [a− b, b− a]× [c− d, d− c]\[−γ, γ]× [−γ, γ]
for any γ > 0 satisfying γ < min{b− a, d− c} along the paper.

Lemma 4. Let P be regular, δ ∈ (0,min{ b−a
2 , d−c

2 }) be fixed and consider the operators Tn given by (4).
If

stP − lim
n

∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv = 1

and

stP − lim
n

(
sup

(u,v)∈Bγ

Kn(u, v)
)
= 0

for any γ > 0 then

stP − lim
n

||Tn(f0)− f0||δ = 0

holds.

Proof. Let δ ∈ (0,min{ b−a
2 , d−c

2 }) be fixed and (x, y) ∈ [a+ δ, b− δ]× [c+ δ, d− δ].
We have that ∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv ≤ Tn(f0;x, y) ≤
∫ d−c

−(d−c)

∫ b−a

−(b−a)

Kn(u, v) dudv

and

||Tn(f0)− f0||δ ≤ vn

where

vn := max

{∣∣∣∣ ∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv − 1

∣∣∣∣, ∣∣∣∣ ∫ d−c

−(d−c)

∫ b−a

−(b−a)

Kn(u, v) dudv − 1

∣∣∣∣}.

By the hypothesis we get stP − lim
n

vn = 0.

We also have that

F := {n : ||Tn(f0)− f0||δ ≥ ε} ⊆ {n : vn ≥ ε} =: F
′
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for a given ε > 0.
Then

1

p(t)

∑
n∈F

pnt
n−1 ≤ 1

p(t)

∑
n∈F ′

pnt
n−1

holds and by taking limit we obtain

lim
t→R−

1

p(t)

∑
n∈F

pnt
n−1 = 0

which means that
stP − lim

n
||Tn(f0)− f0||δ = 0.

□

Lemma 5. Let P be regular, δ ∈ (0,min{ b−a
2 , d−c

2 }) be fixed and consider the operators Tn given by (4).
If

stP − lim
n

∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv = 1

and

stP − lim
n

(
sup

(u,v)∈Bγ

Kn(u, v)
)
= 0

for any γ > 0 then we have
stP − lim

n
||Tn(Γ)||δ = 0.

Proof. Let δ ∈ (0,min{ b−a
2 , d−c

2 }) be fixed and (x, y) ∈ [a + δ, b − δ] × [c + δ, d − δ]. Since Γ(u, v) =

(u− x)2 + (v − y)2 ∈ C(J) we have that

Tn(Γ;x, y) =

∫ d

c

∫ b

a

[(u− x)2 + (v − y)2]Kn(u− x, v − y) dudv

=

∫ d−y

c−y

∫ b−x

a−x

(u2 + v2)Kn(u, v) dudv

≤
∫ d−c

−(d−c)

∫ b−a

−(b−a)

(u2 + v2)Kn(u, v) dudv

for every n ∈ N.
Since Γ is continuous at (0,0), for sufficiently small ε > 0 (0 <

√
ε < δ), Γ(u, v) < 2ε holds whenever

|u| <
√
ε, |v| <

√
ε.

Hence, we obtain that

Tn(Γ;x, y) =2ε

∫ √
ε

−
√
ε

∫ √
ε

−
√
ε

Kn(u, v) dudv +
x

B√
ε

(u2 + v2)Kn(u, v) du dv

≤2ε

∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv +
x

B√
ε

(u2 + v2)Kn(u, v) du dv

≤2ε

∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv +R sup
(u,v)∈B√

ε

Kn(u, v)

where

R =

∫ d−c

c−d

∫ b−a

a−b

(u2 + v2) dudv.

Following the similar ways in the earlier results and with the use of hypothesis, we conclude that

stP − lim
n

||Tn(Γ)||δ = 0.

□

Combining the above results, we can present the following approximation theorem for convolution
operators in multivariable case.
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Theorem 5. Let P be regular, δ ∈ (0,min{ b−a
2 , d−c

2 }) be fixed and the operators Tn given by (4).
If

stP − lim
n

∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv = 1

and

stP − lim
n

(
sup

(u,v)∈Bγ

Kn(u, v)
)
= 0

for any γ > 0 then

stP − lim
n

||Tn(f)− f ||δ = 0

holds for every f ∈ C(J).

Now we can reorganize our Example 1 for multivariable case:

Example 3. Let Tn : C(J) −→ C(J) be constructed by

Tn(f ;x, y) = n2 (1 + un)

π

∫ d

c

∫ b

a

f(u, v)e−n2(u−x)2e−n2(v−y)2 dudv

where (un) and (pn) defined as in Example 1,

Kn(u, v) = n2 (1 + un)

π
e−n2u2

e−n2v2

.

For every δ ∈ (0,min{ b−a
2 , d−c

2 }), one can have that∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv = n2 (1 + un)

π

{∫ ∞

−∞

∫ ∞

−∞
e−n2u2

e−n2v2

dudv −
x

(u,v)∈Bδ

e−n2u2

e−n2v2

du dv

}
.

Here Bδ := {(u, v) : |u| ≥ δ or |v| ≥ δ}. Since
∫∞
−∞

∫∞
−∞ e−n2u2

e−n2v2

dudv = π
n2 < ∞, we have

lim
n

x

(u,v)∈Bδ

e−n2u2

e−n2v2

du dv = 0

which implies that

stP − lim
n

∫ δ

−δ

∫ δ

−δ

Kn(u, v) dudv = 1.

One can also obtain that for any γ > 0

sup
(u,v)∈Bγ

Kn(u, v) ≤ n2 (1 + un)

π

1

en2γ2

and

lim
n

n2

en2γ2 = 0

which implies

stP − lim
n

(
sup

(u,v)∈Bγ

Kn(u, v)

)
= 0.

Therefore our theorem is satisfied for this example but the earlier results can not be applied since (un) is
neither convergent nor statistically convergent.

In order to give the rate of this approximation we should recall full continuity modulus.
Let f : J −→ R be continuous and λ > 0. The full continuity modulus of f(x, y) is defined by

ω(f, λ) = max√
(x1−x2)2+(y1−y2)2≤λ

|f(x1, y1)− f(x2, y2)|.

It is known that lim
λ→0

ω(f, λ) = 0 and for any λ > 0, ω(f, λΥ) ≤ ([Υ] + 1)ω(f, λ) [24].



CONVOLUTION OPERATORS AND P-STATISTICAL CONVERGENCE 101

Theorem 6. Let P be regular and Tn given by (4). Assume also that (an), (bn) are non-increasing
sequences of positive real numbers and 0 < δ < min{ b−a

2 , d−c
2 }.

If

||Tn(e0)− e0||δ = stP − o(an), (n → ∞),

and

ω(f, λn) = stP − o(bn), (n → ∞),

then we have that

||Tn(f)− f ||δ = stP − o(γn), (n → ∞)

for every f ∈ C(J). Here λn :=
√

||Tn((u− x)2 + (v − y)2;x, y)||δ and γn = max{an, bn, anbn}.

Proof. Let 0 < δ < min{ b−a
2 , d−c

2 }, f ∈ C(J) and (x, y) ∈ [a+ δ, b− δ]× [c+ δ, d− δ].
For any λ > 0 we have that

|Tn(f ;x, y)− f(x, y)| ≤Tn(|f(u, v)− f(x, y)|;x, y) + |f(x, y)||Tn(f0)− f0|

≤ω(f, λ)Tn

(
1 +

(u− x)2 + (v − y)2

λ2 ;x, y

)
+|f(x, y)||Tn(f0)− f0|

≤ω(f, λ)

{
Tn(f0) +

1

λ2Tn((u− x)2 + (v − y)2;x, y)

}
+|f(x, y)||Tn(f0)− f0|

since Tn are positive and linear operators.
This implies for all n ∈ N, that

||Tn(f)− f ||δ ≤ω(f, λ)

{
||Tn(f0)||δ +

1

λ2 ||Tn((u− x)2 + (v − y)2;x, y)||δ
}
+H1||Tn(f0)− f0||δ

where H1 := ||f ||δ. Now letting λ = λn =
√
||Tn((u− x)2 + (v − y)2;x, y)||δ,

||Tn(f)− f ||δ ≤ω(f, λn)

{
||Tn(f0)||δ + 1

}
+H1||Tn(f0)− f0||δ

≤2ω(f, λn) + ω(f, λn)||Tn(f0)− f0||δ +H1||Tn(f0)− f0||δ
holds and also by letting H := max{2, H1}

||Tn(f)− f ||δ ≤ H

{
ω(f, λn) + ω(f, λn)||Tn(f0)− f0||δ + ||Tn(f0)− f0||δ

}
for all n ∈ N.
This implies

||Tn(f)− f ||δ = stP − o(γn)

where γn = max{an, bn, anbn}. □

4. Concluding Remarks

The theory of approximation deals with the problem of expressing a given function by other functions
which are good and simple. This problem goes back to Weierstrass and many mathematicians have studied
on it after the well-known Weierstrass approximation theorem. Also after the simplest alternative proof
of Bernstein to this theorem, Bohman, Korovkin and Popoviciu have extended this for positive and linear
operators, independently. One of the important classes of such operators are convolution type operators
and studying these operators as well as positive linear operators, relaxing positivity and linearity, assigning
a limit when the classical limit fails have great importance since these type of results have applications
in image processing, computer engineering, physics, statistics, computer aided geometric design, deep
learning and 3D-modelling.
Here, we present approximation properties of convolution operators for multivariables via a special method
called P -statistical convergence. It worths for mentioning that this method is not included in any other
methods given before and unfortunately one variable is insufficient to give a model for real world problems.
We also obtain the rate of this approximation and provide examples to support our results. Furthermore,
an approximation result in the space of periodic functions of period 2π is presented by using similar
techniques.
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[4] Atlıhan, Ö. G., Yurdakadim, T., Taş, E., Statistical approximation properties of convolution operators for multivari-
ables, AIP Conference Proceedings, (2013), 1156-1159. https://doi.org/10.1063/1.4825713

[5] Bernstein, S. N., Demonstration du theoreme de Weierstrass fondee sur le calcul des probablites, Communications of

the Kharkov Mathematical Society, 13 (1912), 1-2.
[6] Bohman, H., On approximation of continuous and of analytic functions, Ark.Mat., 2 (1952), 43-56.

https://doi.org/10.1007/BF02591381

[7] Boos, J., Classical and Modern Methods in Summability, Oxford University Press, UK., 2000.
https://doi.org/10.1093/oso/9780198501657.001.0001

[8] Çınar, S., Yıldız, S., P -statistical summation process of sequences of convolution operators, Indian Journal of Pure
and Applied Mathematics, 53(3) (2022), 648-659. https://doi.org/10.1007/s13226-021-00156-y
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