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ABSTRACT

In the global health crisis caused by the COVID-19 pandemic, countries have faced significant 
challenges in combating the outbreak in terms of healthcare systems and economies. Evaluating 
the performance of healthcare systems in dealing with pandemics has become a priority for pol-
icymakers, healthcare providers, and the public alike. Assessing the performance of healthcare 
systems during the pandemic is crucial for preparedness and improvements in similar situations 
in the future. By identifying complex patterns and relationships, machine learning algorithms 
aim to uncover the relationship between healthcare system indicators and deaths due to the 
COVID-19 pandemic, using large and intricate datasets. These algorithms utilize various datasets 
containing demographic information and medical factors to reveal hidden relationships between 
various variables and disease severity. The objective of this study is to predict COVID-19 death 
rates for 27 OECD (Organisation for Economic Co-operation and Development) countries span-
ning the period from 2006 to 2019 using various machine learning regression methods. Health-
care system indicators, comprising accessibility, healthcare financing, and healthcare workforce, 
have been aggregated into three dimensions. The dataset includes COVID-19 death counts per 
a million-population due to the pandemic. Random forest regression, neural network regres-
sion, and Gaussian process regression were employed to forecast COVID-19 death rates, and 
the predictive capabilities of machine learning regression methods were evaluated using k-fold 
cross validation. The suitability of the algorithms was assessed using statistical measures such as 
the coefficient of determination (R²) and root mean square error (RMSE). A high R² value and 
a low RMSE indicate that Gaussian process regression (GPR) can effectively predict COVID-19 
death rates, taking various health indicators into account. Machine learning regression methods 
have revolutionized our understanding of COVID-19 death rates. Through prediction models, 
machine learning has empowered healthcare professionals with the ability to forecast death risks 
for individual patients, guiding decision-making processes and resource allocation. According to 
the research findings, to enhance the performance of healthcare systems in coping with global 
pandemics, there is a need to prioritize community-based healthcare services, adopt a social 
policy approach, encourage the use of advanced technology, ensure the trust of the public and 
healthcare workers, enhance social support opportunities, emphasize the importance of mea-
sures by leaders, and support global governance. Additionally, flexible supply chain plans for the 
procurement of personal protective equipment have been identified as necessary.
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INTRODUCTION

The outbreak of the novel coronavirus disease (COVID-
19) in late 2019 has rapidly spread worldwide, leading to a 
global health crisis. The virus has exhibited a wide range of 
clinical outcomes, from mild symptoms to severe complica-
tions and death in some cases. As COVID-19 continues to 
spread aggressively, it poses a serious threat to public health 
and has resulted in the depletion of medical resources and 
strain on healthcare workers [1-3].

The urgent need to identify factors associated with SARS-
CoV-2 transmission, predictors of COVID-19 severity, and 
effective treatments has become paramount [4]. Resource-
limited areas faced challenges in triaging life-saving ther-
apies due to the high number of infections, emphasizing 
the importance of identifying patients requiring intensive 
care or at high risk of mortality [5, 6]. Furthermore, early 
administration of specific treatments has shown promise in 
reducing hospitalization duration and decreasing COVID-
19 mortality, making it crucial to predict patients at high 
risk of disease progression and poor outcomes [7]. SARS-
CoV-2, the virus responsible for COVID-19, is highly 
infectious and has spread rapidly across the globe. Its trans-
mission dynamics, including asymptomatic cases and the 
transmission potential of individuals without symptoms, 
present unique challenges in controlling the pandemic [8]. 
Estimating the prevalence of COVID-19 is essential for 
effective pandemic management [9].

Machine learning, a subfield of artificial intelligence 
(AI), plays a crucial role in enabling computers to learn and 
make predictions or decisions without explicit program-
ming [10]. In datasets with numerous independent vari-
ables, there might be complex and non-linear relationships 
that traditional statistical methods struggle to capture. 
Machine learning algorithms can learn and model intricate 
patterns within the data. Additionally, they are good with 
large datasets and a high number of variables, handling 
them faster than traditional statistical methods [11]. The 
process of machine learning involves training algorithms 
on labelled data, where each data point is associated with 
corresponding target values. Through this training process, 
algorithms adjust their internal parameters to minimize the 
disparity between their predicted outputs and the true tar-
get values [12]. The objective is to develop models that gen-
eralize well and can accurately predict or make decisions 
on new, unseen data. Machine learning algorithms have 
wide-ranging ap-plications and have demonstrated success 
in various domains, including healthcare, finance, natural 
language processing, computer vision, and recommenda-
tion systems [11, 13]. They have the potential to uncover 
insights and make accurate predictions in complex and 
data-rich environments, ultimately driving advancements 
and improving decision-making processes across industries 
[12-14].

In this study, the primary aim was to identify 
the relationship between COVID-19 death rates and 

healthcare system indicators among 27 countries within 
the OECD (Organisation for Economic Co-operation and 
Development) using machine learning regression methods. 
Healthcare system indicators spanning from 2006 to 2019, 
encompassing three dimensions accessibility, healthcare 
financing, and healthcare workforce, were considered as ten 
different variable datasets. A com-prehensive dataset con-
taining healthcare indicators and COVID-19 death rates for 
a 14-year period for OECD countries was collected from 
various databases. To enhance the analysis, a standardiza-
tion process was applied. Three machine learning regres-
sion methods, namely Random Forest Regression (RFR), 
Neural Network Regression (NNR), and Gaussian Process 
Regression (GPR), were employed to predict the relation-
ship between COVID-19 death rates and healthcare system 
indicators. The performance of these methods was evalu-
ated using k-fold cross-validation, and statistical measures 
such as the coefficient of determination (R²) and root mean 
square error (RMSE) were utilized to assess their suitability.

MATERIALS AND METHODS

The study was conducted in four main steps. Firstly, 
healthcare indicators for OECD countries between 2006 
and 2019 were collected from various databases such as 
World in Data, Worldometer, IHME-GHDx, and Eurostat. 
Secondly, data processing, especially standardization, was 
carried out using Matlab 8.3.0.532 (R2014a) software by 
MathWorks Inc. (Natick, MA, USA). Thirdly, data eval-
uation techniques such as correlation heat map and vari-
able importance determination were applied. Finally, 
various machine learning-based regression methods were 
employed to explore the relationship between COVID-19 
death rates and healthcare system indicators. The eval-
uation of machine learning-based regression methods 
involved assessing their predictive capabilities using multi-
ple criteria, including the coefficient of determination and 
root mean square error. Figure 1 provides a visual repre-
sentation of the research process, illustrating the main steps 
followed in this study. Subsequent subsections provide 
comprehensive explanations of each stage in this research.

Data Collection
Healthcare indicators for OECD countries spanning the 

years 2006 to 2019 were collected from databases such as 
World in Data, Worldometer, IHME-GHDx, and Eurostat. 
The used health status indicators, risk factors indicators 
and service coverage indicators with their explanations 
were given in Table 1. The study aims to evaluate COVID-
19 mortality using a machine learning-based regression 
method based on health system indicators. Ten indicators, 
derived from the World Health Organization’s 100 essen-
tial health indicators and grouped under the dimensions of 
health workforce, health access, and health financing, were 
utilized to determine these health system indicators. In the 
health workforce dimension, indicators such as healthcare 
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worker density and distribution (medical doctors, dentists, 
pharmacists, nurses and midwives, medical graduates, den-
tist graduates, pharmacist graduates, nurses and midwives 
graduates) were considered. The health access dimension 
incorporated the indicator of total hospital beds, while 
the health financing dimension included the indicator of 
total current expenditure on health as a percentage of gross 
domestic product (Table 1).

Data Pre‑processing
Standardization is a crucial data preprocessing step that 

involves transforming data to adhere to a standard normal 
distribution. In a standard normal distribution, the data has 
a mean of 0 and a standard deviation of 1 [15]. By trans-
forming the data into a standard normal distribution with 
a mean of 0 and a standard deviation of 1, it becomes more 
suitable to comparison and analysis across different vari-
ables. By applying standardization, the data is rescaled to 
have a mean of 0 and a standard deviation of 1, facilitating 
easier comparison and analysis across different variables. 
This process eliminates the influence of varying scales and 
units, resulting in data that is more interpretable and suit-
able for certain statistical techniques and machine learning 
algorithms [16]. One common method for standardization 

is z-score standardization, also known as standard score 
standardization. This approach involves calculating the 
z-score for each data point, which indicates the number of 
standard deviations that the data point deviates from the 
mean [17]. By utilizing the z-score standardization method, 
the data was transformed into a standard normal distribu-
tion in this study. Matlab 8.3.0.532 (R2014a) software was 
employed for implementing this standardization technique.

Data Evaluation
Ten health indicator variables were subjected to correla-

tion analysis in order to determine if there is any correla-
tion between indicator variables. For this purpose, pearson 
correlation values [18] were obtained using corr command 
using Matlab 8.3.0.532 (R2014a). Feature selection and fea-
ture importance determination using F-test is a method 
commonly employed in statistical analysis and machine 
learning to identify the most relevant features in a dataset 
[19]. The F-test assesses the significance of the relationship 
between the target variable and each feature individually, 
allowing for the selection of features that are most informa-
tive for predicting the target variable. The F-test calculates 
the F-statistic, which is then compared to the F-distribution 
to determine the significance level. Features with high 

Figure 1. The flow chart outlining the main steps followed in the present study.

Table 1. The used health indicators with their explanations

Code Health indicators Explanation
HSI1

Health workforce 

Healthcare worker density and distribution - 1 (Medical doctor)
HSI2 Healthcare worker density and distribution - 2 (Dentist)
HSI3 Healthcare worker density and distribution - 3 (Pharmacist)
HSI4 Healthcare worker density and distribution – 4 (Nurses and midwives)
HSI5 Medical graduates, per 100 000 population
HSI6 Dentist graduates, per 100 000 population
HSI7 Pharmacists graduates, per 100 000 population
HSI8 Nursing and midwives graduates, per 100 000 population
HSI9 Health access Total hospital beds per 1 000 population
HSI10 Health financing Total current expenditure on health (% of gross domestic product)
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F-statistic values and low p-values are considered more rel-
evant for the model and are thus selected for further analy-
sis or model building. On the other hand, features with low 
F-statistic values and high p-values may be considered less 
relevant and can be excluded from the analysis to simplify 
the model and avoid overfitting. It is important to note that 
the F-test assumes certain underlying assumptions, such 
as the normality of the data and the homogeneity of vari-
ances [20]. Violations of these assumptions can affect the 
reliability of the results. Therefore, it is crucial to interpret 
the results of the F-test and to consider the specific charac-
teristics of the dataset and the context of the analysis.

Machine Learning Regression and Assessment
The predictive capability of machine learning models 

can be influenced by two important factors: data bias and 
data variance [21]. Data bias refers to the systematic errors 
or inaccuracies present in the training data used to build 
the machine learning models. If the training data is biased, 
meaning it does not accurately represent the true underly-
ing patterns in the target variable, the models may produce 
predictions that are skewed or biased as well. It is crucial to 
address data bias and ensure that the training data is repre-
sentative and unbiased to achieve reliable predictions [22]. 
Data variance, on the other hand, refers to the sensitivity of 
the machine learning models to fluctuations or noise in the 
training data. Models with high variance are overly com-
plex and tend to overfit the training data, capturing noise 
or random fluctuations instead of the true underlying pat-
terns. Such models may perform well on the training data 
but fail to generalize effectively to new, unseen data. It is 
essential to strike a balance between model complexity and 
generalizability to minimize variance and achieve accurate 
predictions [23].

The process of k-fold cross-validation involves dividing 
the available dataset into k subsets or folds of approximately 
equal size [24]. The model is then trained and evaluated k 
times, with each fold being used as the validation set once 
while the remaining folds are used as the training set. This 
ensures that every data point is used for both training and 
validation, reducing the potential for bias in model evalu-
ation. During each iteration of k-fold cross validation, the 
model is trained on the training set and evaluated on the 
validation set. The evaluation metrics, such as accuracy, 
mean squared error, or area under the curve, are recorded 
for each iteration. The final performance of the model is 
typically obtained by averaging the evaluation metrics 
across all iterations. A 10-fold cross validation method was 
employed in this study [25].

In the context of the study, three machine learn-
ing regression methods were employed: random forest 
regression (RFR), neural network regression (NNR), and 
Gaussian process regression (GPR) [26]. Random forest 
regression (RFR) is an ensemble method that combines 
multiple decision trees to make predictions. It is known 
for its robustness against overfitting and ability to handle 

complex relationships in the data [27]. Neural network 
regression (NNR) is a type of machine learning model 
inspired by the structure and function of the human brain. 
It consists of interconnected nodes, or neurons, organized 
in layers. NNR has the capability to capture nonlinear rela-
tionships and handle large amounts of data [28]. Gaussian 
process regression (GPR) is a probabilistic machine learning 
method that models the underlying relationship between 
input variables and output variables. It assumes that the 
data follows a Gaussian process, allowing for uncertainty 
estimation in the predictions. GPR is particularly effective 
when dealing with small datasets or when uncertainty esti-
mation is important [29]. 

These three machine learning regression methods were 
chosen for their unique strengths and capabilities in pre-
dicting COVID-19 mortality rates. The selection of these 
methods allows for a comprehensive evaluation of their 
prediction capabilities, considering different aspects such 
as model complexity, interpretability, and uncertainty esti-
mation. By com-paring their performance using statistical 
measures such as the coefficient of determination (R2) 
and root mean square error (RMSE), the suitability of each 
method can be assessed, providing valuable insights into 
the predictive capabilities of machine learning models for 
COVID-19 mortality estimation.

To compare the performance of the models, two metrics 
were utilized, including the coefficient of determination 
(R2), root mean square error (RMSE), using the equations 
(1) and (2), respectively [30]:

  
(1)

  
(2)

where yobs is the observed COVID-19 death counts 
per a million-population, ypre is the predicted COVID-19 
death counts per a million-population,  is the average 
of observed COVID-19 death counts per a million-popula-
tion and n is the observation number.

RESULTS AND DISCUSSION

The outbreak of the COVID-19 pandemic in late 2019 
presented an unprecedented global health crisis, affecting 
millions of people worldwide and overwhelming health-
care systems. In response to this crisis, machine learning 
has emerged as a powerful tool for analysing vast amounts 
of data and extracting meaningful insights. By identifying 
complex patterns and correlations, machine learning algo-
rithms have played a crucial role in predicting COVID-19 
mortality rates and informing critical healthcare decisions.
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To investigate potential correlations between ten 
health indicator variables, a correlation analysis was 
conducted. The analysis focused on computing Pearson 
correlation coefficients between the indicator variables 
(Fig. 2). Fig.2 shows that there is no correlation health 
indicator among variables, meaning that all health indi-
cator variables can contribute to prediction of COVID-
19 mortality rates in machine learning methodology. 
Subsequently, an F-test was performed to evaluate the 
significance of the connection between the target vari-
able and each feature individually, facilitating the iden-
tification of the most informative features for predicting 
the target variable (Fig. 3). F-test results show that all 
ten-health indicator are important for prediction of 
COVID-19 mortality rates. 

Machine learning techniques are well-suited for uncov-
ering complex and non-linear relationships. COVID-19 
is a multifaceted disease with interdependencies among 
numerous factors, and traditional statistical methods may 
not fully capture the intricacies of these relationships. 
Machine learning algorithms excel at identifying hidden 

Figure 2. Correlation map of main predictor variables (the used health indicators).

Figure 3. The importance scores of health care indicators.
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Figure 4. Histograms depicting the variables are shown for: a) HSI1, b) HSI2, c) HSI3, d) HSI4, e) HSI5, f) HSI6, g) HSI7, 
h) HSI8, j) HSI9, and j) HSI10.

Figure 5. The observed and predicted COVID-19 mortality using a) random forest regression, b) neural network regres-
sion, and c) Gaussian process regression.
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patterns and non-linear correlations that may not be imme-
diately apparent through conventional approaches. This 
provides researchers and healthcare professionals with 
deeper insights into the complex dynamics of COVID-19 
mortality, enabling more informed decision-making and 
targeted interventions.

The distribution of data frequency for each feature col-
lected in the study is illustrated in Figure 4. The figure pro-
vides a visual representation of the number of occurrences 
or observations for each feature category. This information 
is valuable for conducting further analysis and drawing 
meaningful conclusions based on the data collected.

In addition, Supplementary Table displays the average 
values of each main predictor variable, along with their cor-
responding standard deviations (σ). These statistics provide 
an understanding of the central tendency and variability of 
the data. 

The entire dataset was subjected to a random split into 
two subsets, with 90% allocated for training and 10% for 
testing. To ensure the robustness of the training process, 
a 10-fold cross-validation method was utilized. The out-
comes of this process, which included both observed and 
predicted COVID-19 mortality figures, obtained through 
random forest regression, neural network regression, and 
Gaussian process regression, are presented in Figure 5. 
When evaluating the validation results, it becomes evident 
that the predictions generated by the Gaussian process 
regression method outperform those produced by random 
forest regression and neural network regression. In other 
words, the Gaussian process regression method exhib-
ited a higher level of accuracy and precision in predicting 
COVID-19 mortality as compared to the other two regres-
sion techniques.

The results of the training, validation, and testing 
processes were displayed in detail in Table 2. Regarding 
the training results, each of the regression methods 
demonstrated high predictive performance. The R2 val-
ues obtained from the machine learning-based regression 
methods (RFR, NNR, and GPR) ranged from 0.835 to 
0.971, while the corresponding RMSE values varied from 
222 to 522 (Table 2). Among the machine learning-based 
regression methods, it was observed that the predictions 
derived from the Gaussian process regression method sur-
passed those generated by the random forest regression 
and neural network regression techniques. This indicates 

that the Gaussian process regression method exhibited 
a higher degree of accuracy and precision in forecasting 
COVID-19 mortality compared to the other two regres-
sion methodologies.

Machine learning regression methods offer valuable 
tools for predicting COVID-19 mortality based on health-
care indicators. By analysing extensive datasets and lever-
aging advanced algorithms, these methods can uncover 
patterns and relationships between various variables and 
disease severity. The utilization of machine learning tech-
niques in predicting COVID-19 mortality can provide cru-
cial insights for healthcare professionals, enabling them to 
make informed decisions regarding patient care, resource 
allocation, and treatment strategies.

CONCLUSION

The Gaussian process regression method outper-
formed the other two regression techniques (random 
forest regression and neural network regression) in pre-
dicting COVID-19 mortality. These findings offer valu-
able insights for policymakers and healthcare providers, 
suggesting the importance of effective healthcare system 
practices during future pandemics. The study underscores 
the need for global, national, and local collaboration 
during crises, highlighting the significance of global gov-
ernance. It also recommends a review of financing poli-
cies to address unexpected financial burdens and protect 
individuals’ financial well-being in public health emer-
gencies. Investments in both healthcare system capacity 
and the quality of services and healthcare workers are 
advised for pandemic management. Planning for the sup-
ply chain of essential medical resources should occur at 
global and national levels. Encouraging the development 
and use of digital technologies can help reduce healthcare 
access disparities. Community engagement and support 
are crucial, promoting compliance with necessary mea-
sures and fostering shared behaviours. More detailed 
studies on how investments in healthcare system capac-
ity, service quality improvements, and better support for 
healthcare workers can be done and their direct impact 
on pandemic management can be modelled. Additionally, 
the optimisation works can be done about direct and 
indirect outcomes of investments in healthcare system.

Table 2. Performance evaluation of various regression methods for validation process

Process Training Validation Testing
Regression methods R2 RMSE R2 RMSE R2 RMSE
Random forest regression 0.940 314 0.835 467 0.837 522
Neural network regression 0.980 138 0.841 459 0.884 441
Gaussian process regression 0.997 11 0.951 255 0.971 222
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