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Abstract  

Objective: The goal of this study is to categorize CHD using the relational classification approach 

on a CHD dataset made up of open access patients with and without CHD, as well as to disclose the 

disease's relationship to the risk factors that cause CHD. 
Methods: The associative classification model was applied to the open-access data set “CHD” in this study. 

The performance of the model was evaluated by accuracy, specificity, negative predictive value.  According 

to the results of the associative classification model, the factors associated with the disease were determined 

by specific rules. groups, examined using Mann-Whitney U, Pearson Chi-square test, and Fisher's Exact test. 

p<0.05 values were considered statistically significant. 

Results: For the associative classification model applied to the data set, the results of the performance metrics 

that specificity, accuracy, and negative predictive value were calculated as 0.995, 0.852, 0.854, respectively. 

Conclusion: The conclusions of this investigation revealed that the study conducted on the CHD data set 

with the associative classification model yielded successful results. Since the results obtained from the 

associative classification model reveal certain rules, it is very easy for users to understand and the results can 

be easily interpreted. Thus, the findings obtained with this model can be used quite easily in preventive 

medicine practices. 
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Introduction  

In parallel with the developments in science, 

medicine, and technology in the world, life 

expectancy increases with the increase in the level of 

perception of disease/health. With the prolongation of 

life expectancy, the prevalence of chronic diseases is 

also increasing (1, 2). According to the 2008 data of 

the World Health Organization, 63% of deaths in the 

world are caused by chronic diseases. Among the 

causes of death due to chronic diseases, 

cardiovascular diseases (48%) take first place with 

the highest rate (3). Coronary heart diseases (CHD), 

which is among the cardiovascular diseases, is the 

most important cause of morbidity and mortality in 

the World (4). Coronary heart disease (CHD), which 
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is the most common cause of death due to 

cardiovascular diseases, is a progressive, systemic 

and inflammatory disease in which atherosclerosis 

plays a role in its etiology and can cause clinical 

events ranging from asymptomatic to acute 

myocardial infarction and sudden death. Often 

atherosclerotic plaques cause narrowing of the 

coronary artery (5). It presents as acute myocardial 

infarction or sudden cardiac death without symptoms 

in a significant part of the patients. Therefore, it is 

very important to know, prevent, and diagnose the 

risk factors of CHD (6). 

Simply put, data mining is the process of finding 

usable information concealed in large amounts of data 

(7). With tools from several disciplines such as 

artificial intelligence, machine learning, statistics, 

and optimization, data mining allows researchers to 

make effective and well-informed conclusions. It also 

allows for the discovery of hidden, implicit, 

beneficial links, patterns, relations, or trends that 

would be difficult to uncover using traditional method 

(8).  

Under the associative analysis model, which is one 

of the data mining models, there is an association 

rules model. Because of their simplicity and utility, 

association rules are commonly employed in data 

mining. Association rules are used while doing this 

analysis to express the occurrence of events along 

with their probabilities. The association rules' aim is 

to give relationships and associations as rules (9, 10) 

. 

When developing a model, the associative 

classification uses the logic of merging the 

classification and association rule models, which are 

two data mining methodologies. Classification 

models are generated using the set of rules obtained 

from association rule analysis in associative 

classification. The response/target variable being on 

the right side of the obtained rule makes it easier to 

understand and interpret in the associative 

classification approach (11). 

This study, it is aimed to classify CHD by 

applying the relational classification method on the 

CHD dataset consisting of open access patients with 

and without CHD, and to reveal the disease 

relationship with the risk factors that cause CHD. 

 

Methods 

 

Dataset 

The associative classification model, a data 

mining method that combines classification and 

association rules methodologies, was used in the 

study to analyze an open-access data set called 

"CHD." The open-access data set "Cardiovascular 

Study Dataset" was obtained from the address 

https://www.kaggle.com/christofel04/cardiovascular

-study-dataset-predict-heart-disea. 

 

Association Rules 

One of the data mining method is association 

rules, which use probabilistic expressions to explain 

the presence of certain occurrences in the database 

(12). Association rules that are unsupervised data 

mining methods are used to find hidden links in huge 

data sets. Potential data relationships can be defined 

by association rules. The goal is to uncover the rules 

that govern the occurrence of occurrences that are 

likely to occur at the same time. A series of operations 

are applied in bulk to the records in the databases, and 

the rules explaining the link between the records are 

derived using this method (13).  

 

Associative Classification 

Associative classification is a novel supervised 

learning approach that seeks to predict scenarios that 

haven't been encountered before. An associative 

classification, in particular, is a method for creating 

classification models that employs rules derived from 

association rules. Associative classification combines 

classification and association rule mining to can 

produce give more accurate results than other data 

mining classification techniques. Only the 

class/response / dependent variable categories make 

up the right side of association rules in associative 

classification. The rules of the association are derived 

using if-then clauses, which are precursor-successor 

clauses. Therefore, the user will have an easier time 

understanding and interpreting the results. As a result 

of this circumstance, associative classification is 

more advantageous than traditional classification 

methods (11). 

Associative classification uses and develops a 

variety of algorithms. In this study, the classification 

based on the association rules (CBA) method was 

applied. 

 

Statistical analysis 

Quantitative data are summarized by median 

(minimum-maximum) and qualitative variables are 

given by number and percentage.  Normal 

distribution was evaluated with the Kolmogorov-

Smirnov test.  In terms of input variables, the 

existence of a statistically significant difference and 

relationship between the categories of the output 

variable, " 10-year risk of coronary heart disease (yes) 

" and " 10 year risk of coronary heart disease (no) " 

groups, was examined using Mann-Whitney U, 

https://www.kaggle.com/christofel04/cardiovascular-study-dataset-predict-heart-disea
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Pearson Chi-square test, and Fisher's Exact test. 

p<0.05 values were considered statistically 

significant. In all analyzes, IBM SPSS Statistics 26.0 

for the Windows package program was used. 

 

Results 

The table showing the distribution of the 

dependent variable in the data set used in this study is 

given below (Table 1). 

Descriptive statistics of the independent variables 

in this study are given in Table 2. According to this 

table; There is a statistically significant difference 

between the groups of the dependent variable 

(TenYearCHD) in terms of age, tot Chol, sys BP, dia 

BP, BMI, glucose and cigs Per Day variables 

(p<0.05). 

 
Table 1. Table showing the distribution of the dependent variable 

No Yes 

Count 
Percentage 

(%) 
Count 

Percentage 

(%) 

2879 84.9 511 15.1 

However, there was no statistically significant 

difference between the groups of the dependent 

variable (TenYearCHD) in terms of the heart Rate 

variable (p>0.05). 

Table 3 shows that; there is a statistically 

significant relationship between the sex, 

education, is smoking, BP Meds, prevalent 

Stroke, prevalent Hyp and diabetes variables and 

the dependent variable (TenYearCHD) groups 

(p<0.05). 
Table 4 shows the classification matrix for the 

associative classification model that was used to 

classify the Cardiovascular Work Dataset in this 

study 

 

 

 

 

 

 

 
Table 2. Descriptive statistics table of quantitative independent variables 

Variables 

TenYearCHD (have 10 year risk of coronary heart disease 

(CHD or not)) 
p-value* 

No Yes 

Median (min-max) Median (min-max) 

Age 48 (32-70) 55 (35-70) <0.001 

Tot Chol 232 (113-696) 243 (107-600) <0.001 

Sys BP 127 (83.5-243) 139 (83.5-295) <0.001 

Dia BP 81 (50-142.5) 85 (48-135) <0.001 

BMI 25.23 (16.48-51.28) 26.19 (15.96-56.8) <0.001 

Glucose 78 (40-386) 80 (45-394) 0.001 

Cigs Per Day 0 (0-70) 4 (0-60) 0.001 

Heart Rate 75 (45-143) 75 (50-120) 0.358 

*: Mann Whitney U test 
Table 3. Descriptive statistics for qualitative independent variables 

Variables 
Categories of 

Variables 

TenYearCHD 

p-value No Yes 

Number (%) Number (%) 

Sex 
Female 1684 (58.5) 239 (46.8) 

<0.001* 

Male 1195 (41.5) 272 (53.2) 

Education 

1 1135 (40.5) 256 (51.4) 

<0.001* 2 872 (31.1) 118 (23.7) 

3 479 (17.1) 70 (14.1)  

4 319 (11.4) 54 (10.8) 

is smoking 
No smoke 1467 (51.0) 236 (46.2) 

0.047* 

Yes smoke 1412 (49.0) 275 (53.8) 

BP Meds 
No Meds 2775 (97.6) 471 (93.5) 

<0.001* 

Yes Meds 67 (2.4) 33 (6.5) 

Prevalent Stroke 
No stroke 2867 (99.6) 501 (98.0) 

0.001** 

Yes stroke 12 (0.4) 10 (2.0) 

Prevalent Hyp  
No Hyp 2065 (71. 7) 256 (50.1) 

<0.001* 

Yes Hyp 814 (28.3) 255 (49.9) 

Diabetes 
No diabetes 2825 (98.1) 478 (93.5) 

<0.001* 
Yes diabetes 54 (1.9) 33 (6.5) 

*: Pearson chi-square test, **: Fisher's Exact test 
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Table 4. The associative classification model's classification 

matrix 

 

Prediction 

Reference 

No Yes Total 

No 2471 421 2892 

Yes 12 23 35 

Total 2483 444 2927 

 

Table 5 shows the results of the classification 

performance criterion for the associative 

classification model. The model's specificity was 

calculated to be 0.995, the accuracy to be 0.852, and 

the negative predictive value to be 0.854.  
 

Table 5. The model's classification performance criteria's 

values 

Metric Value 

Specificity   0.995 

Accuracy 0.852 

Negative predictive 

value 

0.854 

The classification algorithm's association rules are 

shown in Table 6. As expressed in Table 6, when 

age=[32,55.5),  is smoking=no smoke,  prevalent 

hyp=no hyp and glucose=[40,122) are considered, the 

probability of not having 10 year risk of coronary 

heart disease is 94.7%. Similarly, as age=[32,55.5), is 

smoking=no smoke, sys bp=[83.5,145) and 

BMI=[16,28.8) are taken into account, the probability 

of not having 10 year risk of coronary heart disease is 

94.6%. In the same way, age=[32,55.5), is 

smoking=no smoke, tot chol=[113,256) and dia 

bp=[48,99.2) are regarded, the probability of not 

having 10 year risk of coronary heart disease is 

94.6%. If age=[32,55.5), is smoking=no smoke, 

prevalent stroke=no stroke, prevalent hyp=no hyp are 

considered, the probability of not having 10 year risk 

of coronary heart disease is 94.6 %. Other rules 

derived from the classification based on association 

rules model can be interpreted in the same way as the 

previously described rules. (Table 6). 

 
Table 6: The classification algorithm's association rules 

Left-hand side rules Right-hand side 

rules 

Support Confidence Frequency 

{Age=[32,55.5), is smoking=No smoke, Prevalent 

Hyp=No Hyp, Glucose=[40,122)} 
{Tenyearchd=No} 0.224 0.947 657 

{Age=[32,55.5), is smoking=No smoke, Sys 

Bp=[83.5,145), BMI=[16,28.8)} 
{Tenyearchd=No} 0.205 0.946 599 

{Age=[32,55.5), is smoking=No smoke, Tot 

Chol=[113,256), Dia Bp=[48,99.2)} 
{Tenyearchd=No} 0.215 0.946 629 

{Age=[32,55.5), is smoking=No smoke, Prevalent 

Stroke=No stroke, Prevalent Hyp=No Hyp} 
{Tenyearchd=No} 0.225 0.946 660 

{Age=[32,55.5), is smoking=No smoke, Prevalent 

Hyp=No Hyp, Diabetes=No diabetes} 
{Tenyearchd=No} 0.224 0.945 656 

{Age=[32,55.5), Sex=Female, Prevalent Hyp=No 

Hyp, Tot Chol=[113,256)} 
{Tenyearchd=No} 0.231 0.943 675 

{Age=[32,55.5), is smoking=No smoke, Bp 

Meds=No Meds, Sys Bp=[83.5,145)} 
{Tenyearchd=No} 0.247 0.94 724 

{Age=[32,55.5), is smoking=No smoke, Tot 

Chol=[113,256), Glucose=[40,122)} 
{Tenyearchd=No} 0.228 0.94 668 

{age=[32,55.5), Cigs Per Day=[0,17.5), Prevalent 

Hyp=No Hyp, Tot chol=[113,256)} 
{Tenyearchd=No} 0.271 0.94 792 

 

Discussion 

Today, cardiovascular diseases are quite common 

and one of the leading causes of death. Although 

death from coronary heart disease, a cardiovascular 

disease in which atherosclerosis plays a role and can 

cause clinical events ranging from asymptomatic to 

acute myocardial infarction, has fallen significantly, 

it remains the single leading cause of death for adults 

worldwide. This evidence demonstrates the need to 

implement effective primary prevention approaches 

worldwide and to identify risk groups and potential 

areas of improvement, with the fact that mortality 

from CHD is expected to continue to rise in 

developing countries. For this reason, accurate and 

timely diagnosis of coronary heart disease is very 

important in terms of treatment and reducing 

mortality rates (14, 15). Therefore, it is very 

important to determine the factors associated with the 

disease. 

Association rules are methods for analyzing the 

coexistence of events, and they are one of the 

descriptive models in data mining. These connections 

are based on the coexistence of data items and express 

the co-occurrence of occurrences as well as certain 

possibilities. One of the most basic approaches of 

machine learning is classification analysis, which is 

employed by a vast scientific community (16). 

Classification is a rule-based estimate procedure that 
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assigns each observation in a dataset to one of several 

specified classes. Associative classification combines 

two common data mining approaches, association 

rules, and classification methods, to provide 

categorization. In associative classification, 

association rules methods have been effectively 

employed to construct proper classifiers in recent 

years (17,18). Furthermore, when applied to medical 

data sets, associative classification stands out as a 

novel approach that makes it easier for users to 

interpret (19,20). 

An open-access CHD data set was used in this 

work to test an associative classification model. In 

this context, the associative classification model was 

used to estimate distinct factors (explanatory 

variables) that may be connected with CHD (the 

dependent variable), and rules were established. 

According to the findings, the accuracy, specificity, 

and negative predictive value derived from the 

associative classification model were 85.20 %, 

99.50%, and 85.40 %, respectively.  

As a result, the associative classification model 

utilized in the study with the CHD data set yielded 

successful findings. Furthermore, this model has 

yielded specific disease-related criteria that might be 

applied in preventative medicine practices. 
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