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Abstract – Prices forecasting, and price range estimation studies are very important for laptops, which have a very wide usage 

area, number of users and a large market share. Most existing price prediction studies use regression-based methods to estimate 

a concrete value for price. However, for many real-world applications, it is much more practical to predict a price class (or range). 

Although there are many studies on laptop price prediction in the literature, there is only one study on laptop price range 

prediction. The fact that the prices are divided into three different classes in this study does not overlap much with the laptop 

price range prediction problem in the real world. In addition, very few machine learning methods have been tested on the laptop 

price range prediction problem. To overcome these problems and contribute to the literature, a dataset previously used for laptop 

price prediction was adapted to be used for laptop price range prediction and the dataset was optimized for laptop price range 

prediction by applying preprocessing steps such as data cleaning, feature engineering and label encoding. Then, price range 

predictions were produced with machine learning methods such as random forest, histogram-based boosting, extra trees and 

catboost classifiers. When the success of the classifiers was tested, the best classifier was histogram-based boosting classifier 

with 70% accuracy. 
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I. INTRODUCTION 

In Computers have been an important tool for human life 

since the first moment they were invented. Computers, which 

were used only for mathematical calculations in the early days 

and were quite rare, have decreased in size and weight over 

time and increased in capacity and speed. This has led to the 

widespread use of computers. Today, computers are used in 

workplaces, in educational institutions such as universities to 

make education easier and more efficient, in government 

institutions and defense industry to be used in official affairs, 

and in personal use as a means of socializing, shopping, and 

having fun. Computers are used for a myriad of tasks such as 

text processing, tabulation, database management, viewing 

websites, and performing mathematical and statistical 

calculations. Laptops are the portable version of computers 

and were introduced in the 1980s. Laptops can do all the work 

and perform all the tasks that computers do. The global laptop 

market reached a value of approximately USD 140.83 billion 

in 2022 and is expected to grow further at a CAGR of 

approximately 4.7% between 2023 and 2028 [1]. 

A. Related Work 

Machine learning can be divided into 3 categories: 

supervised learning, unsupervised learning, and reinforcement 

learning [2]. Regression and classification are frequently used 

tasks in supervised learning. Price prediction studies are 

usually handled as regression problems in supervised learning. 

Price prediction range studies are usually handled as 

classification problems in supervised learning.  

Reedy et al. [3] used support vector regression, decision tree 

regression and multiple linear regression models to predict 

laptop prices using real-time data from websites. Decision tree 

regression showed the best result with 0.078 mean squared 

error (MSE), 0.1167 mean absolute error (MAE) and 

92.7274% r2 score. 

Siburian et al. [4] used random forest regressor, gradient 

boosting regressor and XGBoost regressor models to predict 

laptop price using the dataset obtained from Kaggle. XGBoost 

regressor showed the best result with an r2 score of 92.77%. 

Shaik et al. [5] used decision trees, multiple linear 

regression, k-nearest neighbors (KNN), and random forest 

models to predict laptop price using the data set obtained from 

Kaggle. Random forest showed the best result with 0.1587 

MAE and 88.75% R2-score. 

Syed et al. [6] used super vector machines (SVM), artificial 

neural networks, decision Tree, and multinomial logistic 

regression models to predict the laptop price range using 

laptop price data set obtained from online environment. The 

SVM model with linear kernel parameters gave the best result 

with an accuracy score of 0.99. 

Ma et al. [7] proposed a cost-sensitive deep forest method to 

estimate the price range. They tested their proposed method on 

real datasets of car sharing, house rental and real estate sales. 

The experimental results show that their proposed method can 
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significantly reduce the cost compared to traditional deep 

forest and other methods. 

Nasser et al. [8] used artificial neural networks to predict the 

mobile phone price range using a dataset called "Mobile Price 

Classification" obtained from Kaggle and achieved 96.31% 

accuracy. 

Rahman et al. [9] aim to predict cow price ranges using any 

cow image. They collected cow images from different online 

e-commerce sites selling cows and used convolutional neural 

networks (CNN) method to classify cow images. For price 

range classification, they used linear regression to classify 

cows into four different price ranges: low, medium, high, and 

very high. Their results showed that the price range of a cow 

can be predicted with 70% accuracy. 

Güvenç et al. [10] compared KNN and deep neural network 

(DNN) models in mobile phone price range prediction. They 

obtained the data set from Kaggle. According to the 

comparison results, KNN achieved 93% accuracy and DNN 

achieved 94% accuracy. 

Gegic et al. [11] used used car data collected from online 

platforms and artificial neural networks, SVM and random 

forest method to predict car price range. They evaluated their 

model using test data and obtained 87.38% accuracy. 

Yücebaş et al. [12] developed a C4.5- CART tree model 

using real-time datasets of feature prices obtained from the 

web. This model is capable of both price and price range 

prediction. They obtained an root-mean-square error (RMSE) 

of 13.169 for price prediction and 81% Kappa and 88% 

Precision scores for price range prediction. 

Ortu et al. [13] tested four different deep learning algorithms 

(Multilayer Perceptron (MLP), CNN, Long Short-Term 

Memory (LSTM) neural network and Attention Long Short-

Term Memory (ALSTM) neural network) by taking into 

account the technical, trading and social indicators of the two 

main cryptocurrencies Ethereum and Bitcoin in 2017-2020 to 

predict the prices of cryptocurrencies. For the daily 

classification task, they found an increase in accuracy from 

51%-55% for the constrained model to 67%-84% for the 

unconstrained model. 

B. Observations and Contributions 

Most existing price prediction work uses regression-based 

methods to estimate a concrete value for price. However, for 

many real-world applications, it is much more practical to 

predict a price class (or range) [7]. Although there are many 

studies in the literature for laptop price prediction, only one 

laptop price range prediction study was encountered in the 

literature search. The fact that the prices are divided into three 

different classes in this study does not overlap much with the 

laptop price range prediction problem in the real world. In 

addition, very few machine learning methods have been tested 

in the laptop price range prediction problem. Based on the data 

we have, a study was carried out using the price ranges used 

by technology stores in laptop sales and using random forest 

classifier, histogram-based boosting classifier, extra trees 

classifier, and catboost classifier machine learning models, 

which have not been used in previous studies. 

Firstly, a dataset previously used for price prediction is made 

suitable for use for price range prediction through various 

preprocessing steps. Then, the success of the trained models 

for laptop price range prediction is tested using machine 

learning algorithms. This paper consists of four sections. 

Section 2 describes the dataset, data preprocessing steps and 

the laptop price range prediction model. Section 3 presents the 

results of testing the performance of the trained models with 

performance metrics. Section 4 contains comments on the 

study and future work. 

II. MATERIALS AND METHOD 

The flow diagram of the proposed method for the laptop 

price range is given in Figure 1.  

 

 
Fig. 1. Flowchart of the methodology used for laptop price range estimation. 

A. Dataset 

The dataset used in this study is obtained from Kaggle [14]. 

The dataset for laptop price prediction contains 13 columns 

and 1303 rows. The details of the dataset are shown in Table 

1.  

Table 1. Detailed information about the laptop price dataset. 

Feature Name Data Type Explanation 

Laptop_ID Numeric Laptop ID 

Company String Laptop Manufacturer 

Product String Brand and Model 

TypeName String Type (Gaming etc.) 

Inches Numeric Screen size 

ScreenResolution String Screen Resolution 

Cpu String Cpu model, speed 

Ram String Ram memory (GB) 

Memory String Memory (HDD etc.) 

Gpu String Gpu model 

OpSys String Operating System 

Weight String Laptop Weight (Kg) 

Price_euros Numeric Price (euro) 

 

The number of laptops according to the "TypeName" feature 

is shown in Figure 2. 
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Fig. 2. Number of laptops by "TypeName" feature. 

The number of laptops according to the "Company" feature 

is shown in Figure 3. 

 
Fig. 3. Number of laptops by "Company" feature. 

B. Data Preprocessing 

Data preprocessing is one of the most important steps that 

increases the accuracy and efficiency of the machine learning 

model, consisting of steps such as removing noise in the data 

set, checking for empty values, and normalization. 

B.A. Data Cleaning 

In the data cleaning step, features that could lead to 

complications and error-prone estimates were removed to 

optimize the dataset for processing. These are: "laptop_ID, 

Company, Product". 

In the rows of some features, qualifying unit expressions 

(such as "Kg", "GB") create noise if they do not make a 

difference within the feature. However, since most machine 

learning models do not accept textual expressions, they need 

to be removed. In this direction, the expression "GB" was 

removed from the columns in the "Ram" feature and the 

expression "Kg" was removed from the columns in the 

"Weight" feature. 

B.B. Feature Engineering 

From some of the features in the dataset, new and 

meaningful features can be derived to help us solve the 

problem.  

Looking at the "Screen" feature, some laptops have a touch 

screen. The fact that the laptops have a touch screen directly 

affects the price. For this, "touchscreen" feature has been 

created. 

From the "Cpu" feature, the "Cpu-speed" feature is derived, 

which directly affects the price. Each "Cpu" is then grouped 

according to its brand, model, and family. An example of this 

grouping is shown in Table 2.  

Table 2. An example of grouping the columns in the Cpu feature according 

to make, model and family 

Value Group Number 

Intel Core i3 6006U 0 

Intel Core i3 6100U 0 

Intel Core i3 7100U 0 

Intel Core i5 6260U 1 

Intel Core i5 6300U 1 

Intel Core i5 6440HQ 1 

AMD E-Series E2-9000e 8 

AMD E-Series E2-6110 8 

AMD E-Series 6110 8 

A meaningful grouping was also made for the "Gpu" feature. 

The "Price_euros" feature was also grouped according to the 

price ranges in the report titled "Global Laptop Market 

Outlook" [1] published by Expert Market Research to be 

meaningful and suitable for the real world. This grouping is 

shown in Table 3. 

 

Table 3. Representation of the "price_euros" feature split into ranges 

Price Range (Euro) Group 

0 – 499.99  Very Cheap 

500 – 999.99 Cheap 

1000 – 1499.99 Medium 

1500 – 1999.99 Expensive 

2000 - … Very Expensive 

 

The pie chart for the price range is shown in Figure 4. 

 

 
Fig. 4. Percentage pie chart of laptops by "price range" feature 

B.C. Label Encoding 

Label encoding is the digitization of features. This is 

because most machine learning models only accept numeric 

features as input. An example of this process is the 

"TypeName" feature. The values of the "TypeName" feature 

before and after label encoding are shown in Table 4. 

 

Table 4. Values of the "TypeName" feature before and after label encoding 

Old Value New Value 

Ultrabook 0 

Notebook 1 

Netbook 2 

Gaming 3 

2 in 1 Convertible 4 

Workstation 5 
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All changes made to the dataset features during the data 

preprocessing phase are shown in Table 5. 

Table 5. All changes made to the dataset features during the data 

preprocessing phase 

Feature Name Explanation 

Laptop_ID Feature dropped. 

Company Feature dropped. 

Product Feature dropped. 

TypeName Label encoding applied. 

Inches No changes made. 

ScreenResolution Touchscreen feature was derived, and 

label encoding was applied to the 

resolution feature. 

Cpu The cpu speed feature is derived and 

cpus are grouped by cpu family. 

Ram Textual expressions in the column 

(such as “GB”) have been removed. 

Memory Memory type and memory sizes are 

derived. 

Gpu Gpus were grouped in a meaningful 

way and label encoding was applied. 

OpSys Label encoding applied. 

 

The latest version of the dataset is shown in Table 6. 

Table 6. The latest version of the dataset 

Feature Name 
Data 

Type 

Explanation 

TypeName Numeric Type (Gaming etc.) 

Inches Numeric Screen size 

ScreenResolution Numeric Screen Resolution 

Cpu Numeric Cpu model 

Ram Numeric Ram memory 

Gpu Numeric Gpu model 

OpSys Numeric Operating System 

Weight Numeric Laptop Weight (Kg) 

TouchScreen Numeric Is touchscreen? 

CpuSpeed Numeric Cpu speed 

HDD Numeric HDD capacity 

SDD Numeric SDD capacity 

FlashStorage Numeric FlashStorage capacity 

Hybrid Numeric Hybrid capacity 

Price-range Numeric Price range 

 

C. Laptop Price Range Prediction Model 

Four different machine learning methods were used to 

predict the laptop price range. These are: random forest 

classifier, histogram-based gradient boosting classifier, extra 

trees classifier and catboost classifier. 

C.A. Random Forest Classifier 

The random forest method, which is used to solve problems 

such as classification and regression, is an ensemble learning 

method that makes decisions using a large number of decision 

trees. For classification, it uses the class that the majority of 

decision trees provide as the decision. For regression tasks, it 

returns the average or mean prediction of individual trees [15]. 

C.B. Histogram-based Gradient Boosting Classifier 

Gradient boosting using decision trees has the problem that 

the model is slow. To avoid this problem, continuous input 

variables can be divided into several hundred unique values. 

Gradient boosting using this solution is called histogram-based 

gradient boosting, i.e. Histogram-based Gradient Boosting 

Classifier is a combination of a gradient boosting machine and 

a histogram-based algorithm for the construction of the 

classification tree structure [16].   

C.C. Extra Trees Classifier 

The extra trees classifier, like the Random Forest method, 

uses decision trees to make decisions and interprets them by 

aggregating the results from the decision trees. There are two 

main features that distinguish it from the random forest 

method. One is that the random forest algorithm uses bagging 

to ensure sufficient differentiation between individual decision 

trees, whereas the extra trees classifier randomly selects the 

values used in the splitting of a feature and the creation of sub-

nodes [17]. 

C.D. Catboost Classifier 

The open source Catboost algorithm, developed by Yandex, 

is a gradient-boosting based machine learning algorithm. Two 

critical algorithmic advances presented in CatBoost are the 

implementation of sequential boosting, a permutation-based 

alternative compared to the classical algorithm, and an 

innovative algorithm for the processing of categorical features. 

It works with symmetric trees, which allows it to produce 

successful results without obtaining very deep trees. It shortens 

the data preparation process by performing automatic label 

encoding [18]. 

III. RESULTS 

After data cleaning, feature engineering and label encoding 

preprocessing steps, the dataset is optimised for machine 

learning algorithms. Then, the data set was divided into two 

parts as 70% train and 30% test. Then, the classifiers were 

trained with the train data set and finally tested on the test data 

set and the success of the classifiers were calculated with 

performance metrics. In addition, all classifiers used in the 

study were used with default parameters.  

The work was implemented in the JupyterLab 3.5.0 IDE 

using python 3.9. Successfully executed on a computer with 

Intel i7-6700HQ 2.60 GHz CPU and 16 GB RAM. 

A histogram plot of the number of price ranges in the 

training and test dataset is shown in Figure 5.  

 

 
Fig. 5. A histogram plot of the number of price ranges in the training and test 

dataset 
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In this study, accuracy, precision, recall, and f1-score 

metrics are used to evaluate the success of the model. To be 

used in the formulas below; TP is the number of times the 

actual price range of the laptop is correctly predicted. TN is 

the number of predictions that ranges outside the actual price 

range of the laptop are not the actual price range of the laptop. 

FP is the number of predictions that ranges outside the actual 

price range of the laptop are the actual price range of the 

laptop. FN is the number of predictions that the actual price 

range of the laptop is outside the actual price range. 

Accuracy (ACC) is calculated according to Equation 1. 

Precision (PR) is calucated according to Equation 2. Recall 

(RE) is calucated according to Equation 3. F1-score (F1) is 

calucated according to Equation 4. 

 

 

ACC =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

PR =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

RE =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

F1 = 2 ∗
𝑃𝑅 ∗ 𝑅𝐸

𝑃𝑅 + 𝑅𝐸
 (4) 

The confusion matrix of the random forest classifier we used 

in the laptop price range estimation problem is in Figure 6, the 

confusion matrix of the histogram-based boosting classifier is 

shown in Figure 7, the confusion matrix of the extra trees 

classifier in Figure 8, and the confusion matrix of the catboost 

classifier in Figure 9. The success scores of the classifiers 

according to the performance metrics derived from these 

confusion matrices are shown in Table 7. 

 

 
Fig. 6. The confusion matrix of the random forest classifier 

 

 
Fig. 5. The confusion matrix of the histogram-based gradient boosting 

classifier 

 

 
Fig. 8. The confusion matrix of the extra trees classifier  

 

 
Fig. 9. The confusion matrix of the catboost classifier 

 

Table 7. Performance measures of classifiers 

Classification 

Algorithm 
Accuracy Precision Recall F1 

Random Forest 0.66 0.68 0.66 0.66 

Histogram-

based Gradient 

Boosting 

0.70 0.72 0.70 0.70 

Extra Trees 0.68 0.69 0.68 0.68 

Catboost 0.68 0.69 0.68 0.68 
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IV. CONCLUSION 

Although there is more than one study for laptop price 

prediction, only one study has been conducted for laptop price 

range prediction, which is more practical and efficient in real 

world problems. In this study, the fact that the prices are 

divided into three different classes does not overlap much with 

the real-world laptop price range prediction problem. In 

addition, very few machine learning methods have been tested 

in the laptop price range prediction problem. For these reasons, 

there is not much information about the solution of this 

problem in the literature. To overcome these problems and 

contribute to the literature, this study has been carried out. 

Firstly, a dataset, which was previously used for laptop price 

prediction, was organized to be used in laptop price range 

prediction. Then, the dataset was visualized and subjected to 

pre-processing steps such as data cleaning, feature engineering 

and label encoder. After the preprocessing steps, an efficient, 

noise-free and suitable for training data set was obtained. After 

dividing the data set into two parts as training and test, four 

different machine learning algorithms (random forest 

classifier, histogram-based boosting classifier, extra trees 

classifier and catboost classifier) were trained with the training 

data set. The trained models were tested on the test dataset and 

their performance was measured with success criteria. The 

histogram-based boosting classifier gave the best result with 

70% accuracy. In the future, this problem can be solved by 

using more than one data set, by using machine learning 

methods used in this study, by creating a hybrid model with 

optimization algorithms and classification algorithms, or by 

using deep learning methods. 
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